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Abstract
How much acoustic signal is enough for an accurate recognition of nonverbal emotional vocalizations? Using a gating 
paradigm (7 gates from 100 to 700 ms), the current study probed the effect of stimulus duration on recognition accuracy of 
emotional vocalizations expressing anger, disgust, fear, amusement, sadness and neutral states. Participants (n = 52) judged 
the emotional meaning of vocalizations presented at each gate. Increased recognition accuracy was observed from gates 2 
to 3 for all types of vocalizations. Neutral vocalizations were identified with the shortest amount of acoustic information 
relative to all other types of vocalizations. A shorter acoustic signal was required to decode amusement compared to fear, 
anger and sadness, whereas anger and fear required equivalent amounts of acoustic information to be accurately recognized. 
These findings confirm that the time course of successful recognition of discrete vocal emotions varies by emotion type. 
Compared to prior studies, they additionally indicate that the type of auditory signal (speech prosody vs. nonverbal vocaliza-
tions) determines how quickly listeners recognize emotions from a speaker’s voice.
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Introduction

The voice is likely the most important sound category in a 
social environment. It carries not only verbal information, 
but also socially relevant cues about the speaker, such as his/
her identity, sex, age, and emotional state (Belin et al. 2004; 
Schirmer et al. 2004). Vocal emotions can be communicated 
either through suprasegmental modulations of speech pros-
ody (Schirmer et al. 2005) or short nonverbal vocalizations 
(Schröder 2003), also known as affective bursts (Belin et al. 
2008). Both speech prosody (Banse and Scherer 1996; Jus-
lin and Laukka 2001) and nonverbal vocalizations (Sauter 
et al. 2010) rely on a shared acoustic code (e.g., duration, 

F0, intensity) serving the expression of emotional mean-
ing. Nonetheless, compared to speech prosody, nonverbal 
vocalizations are considered to represent more primitive 
expressions of emotions and an auditory analogue of facial 
emotions (Belin et al. 2004). The ability to accurately infer 
vocal emotions of social partners—both prosody and non-
verbal vocalizations—is critical during communication, 
specifically in predicting the intentions and behaviors of 
others (Juslin and Laukka 2003). Whereas the time needed 
to accurately recognize vocal emotions from speech prosody 
has been specified (Pell and Kotz 2011), it remains to be 
clarified how much temporal information is necessary for an 
accurate decoding of emotions from nonverbal vocalizations, 
the focus of the current study.

Decoding of emotions from nonverbal vocalizations 
versus speech prosody

Vocal expressions are inherently dynamic and their temporal 
structural determines how emotional meaning is decoded. A 
robust body of evidence demonstrates that emotions are per-
ceived and recognized in a categorical manner during voice 
perception (Cowie and Cornelius 2003; Juslin and Laukka 
2003; Laukka 2005), supporting categorical approaches to 
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emotion (Ekman 1992; Scherer and Ellgring 2007). Several 
studies probed how accurately listeners decode vocal emo-
tions either from speech prosody (Van Bezooijen 1984; Jus-
lin and Laukka 2001; Pell 2002; Scherer 1989) or nonverbal 
vocalizations (Belin et al. 2008; Lima et al. 2013; Sauter 
et al. 2010; Schröder 2003; Vasconcelos et al. 2017). These 
studies showed that accuracy varies by emotion category. 
Specifically, speech prosodic cues expressing fear and hap-
piness are commonly less accurately recognized than anger 
and sadness, whereas disgust tends to be associated with 
the lowest recognition accuracy (Banse and Scherer 1996; 
Juslin and Laukka 2003; Van Bezooijen 1984). In the case 
of nonverbal vocalizations, sadness and disgust are asso-
ciated with the highest accuracy (Hawk et al. 2009; Lima 
et al. 2013; Sauter et al. 2010; Schröder 2003), whereas fear, 
anger and happiness tend to be the least accurately decoded 
vocal emotions (Sauter et al. 2010; Schröder 2003—but see 
Vasconcelos et al. 2017, in which amusement [laughter] was 
the most successfully recognized emotion). Although scarce, 
studies that have directly compared recognition accuracy in 
emotional prosody and nonverbal vocalizations revealed 
that fear, happiness, anger, sadness, contempt and disgust 
are more easily recognized in vocalizations than in speech 
prosody (Hawk et al. 2009).

The time course of emotion recognition in speech 
prosody

Emotion-specific differences in voice processing may be 
explained by differences in their underlying acoustic prop-
erties (Juslin and Laukka 2001; Sauter et al. 2010). The 
expression and comprehension of vocal emotions rely on 
a complex configuration of acoustic cues, such as duration, 
fundamental frequency (F0), and intensity (Schirmer and 
Kotz 2006). For instance, happy prosody is characterized 
by high F0 and intensity and fast speech rate, whereas sad 
prosody is characterized by low F0 and intensity, as well as 
by slow speech rate (Banse and Scherer 1996; Juslin and 
Laukka 2003; Sobin and Alpert 1999). The event-related 
potential (ERP) studies that probed the time course of vocal 
emotional perception indicate that neutral and emotional 
cues are rapidly differentiated within 200 ms after stimulus 
onset (Liu et al. 2012; Paulmann and Kotz 2008; Pinheiro 
et al. 2013, 2014; Schirmer et al. 2007). By examining emo-
tional priming effects (typically reflected in faster and/or 
more accurate responses to targets preceded by congruent 
rather than incongruent primes—Murphy and Zajonc 1993), 
some of these ERP studies demonstrated that the implicit 
recognition of emotional prosody occurs very rapidly (i.e., 
300 ms after prime-target onset: Bostanov and Kotchoubey 
2004; 400 ms after prime-target onset: Paulmann and Pell 
2010; Schirmer et al. 2002, 2005). Despite an early differ-
entiation of neutral and emotional acoustic cues at the brain 

level, listeners may need more or less acoustic information 
(i.e., longer vocal samples) to explicitly categorize specific 
discrete emotions. The studies of Pell and Kotz (2011), 
Rigoulot et  al. (2013) with prosodic pseudo-utterances 
demonstrated that neutral expressions (510 ms and 654 ms, 
respectively), fear (517 ms and 427 ms, respectively), sad-
ness (576 ms and 612 ms, respectively) and anger (710 ms 
and 672 ms, respectively) are recognized at shorter gate 
intervals than happiness (977 ms and 811 ms, respectively) 
and disgust (1486 ms and 1197 ms, respectively). Using 
a restricted number of emotion categories, Cornew et al. 
(2010) observed similar findings with neutral (444 ms), 
angry (723 ms) and happy (802 ms) prosodic stimuli. The 
remarkable capacity to recognize negative emotions such 
as fear, sadness and anger with shorter amounts of acoustic 
information may be explained by the relevance that a prompt 
response to vocal signals of threat, loss, and aggression plays 
in terms of survival (Pell and Kotz 2011). Nonetheless, 
changes in speech rate may affect the recognition of nega-
tive prosodic cues: whereas a slow speech rate (associated 
with a longer stimulus duration) was associated with a more 
accurate recognition of sadness, a faster speech rate (associ-
ated with a shorter stimulus duration) led to a more accurate 
recognition of anger (Bergmann et al. 1988).

As all studies mentioned above (Bergmann et al. 1988; 
Cornew et al. 2010; Pell and Kotz 2011; Rigoulot et al. 
2013) probed the effects of duration on vocal emotional 
recognition using speech prosody, it remains to be clari-
fied how much temporal information is necessary for the 
accurate decoding of emotions from nonverbal vocalizations. 
As for speech prosody, it is reasonable to expect that differ-
ent amounts of voice information are required to recognize 
discrete emotional states expressed through vocalizations 
without verbal content. Similarities in the temporal patterns 
of vocal emotional recognition in speech prosody and non-
verbal vocalizations would support a general mechanism 
involved in emotional decoding irrespective of stimulus 
type.

Rapid decoding of emotions in nonverbal 
vocalizations versus speech prosody

A more recent ERP study shed light on whether the pro-
cessing of emotional prosody versus nonverbal vocaliza-
tions relies on the same neurocognitive mechanisms. Pell 
et al. (2015) showed that the perception of nonverbal vocal 
emotions takes precedence over prosodic emotional cues 
(Pell et al. 2015). Earlier N100 and P200 peak latencies 
were observed for happy (laughter) nonverbal vocaliza-
tions compared to happy prosody, as well as earlier P200 
peak latencies for nonverbal vocalizations expressing anger 
compared to angry prosody. In contrast, no differences were 
observed in the N100 and P200 peak latencies for sadness 
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as a function of stimulus type (Pell et al. 2015). Latency 
differences between emotion categories were also observed 
in the study of Pell et al. (2015): the N100 peaked earlier 
for happy (laughter) compared to both angry and sad non-
verbal vocalizations, whereas the P200 peaked earlier for 
happy (M = 216 ms), followed by angry (M = 224 ms) and 
sad vocalizations (M = 235 ms). The earlier ERP response to 
laughter relative to other emotional categories corroborates 
the high distinctiveness of this vocal expression (Edmonson 
1983; Kipper and Todt 2001). Despite the contributions of 
these ERP studies, they do not specify the minimum dura-
tion of vocal information that is necessary for above-chance 
emotional recognition of nonverbal vocalizations. Whereas 
ERPs track the time course of emotional cue processing 
from stimulus onset until a response is made (i.e., evaluating 
both bottom-up sensory and higher-order cognitive process-
ing stages), behavioral measures tap into the higher-order 
evaluation processes that lead to a response (e.g., Paulmann 
and Pell 2010).

The current study and hypotheses

How much voice signal is enough for a listener to success-
fully recognize discrete emotional meaning? Does the time 
course of emotional recognition differ when the voice signal 
carries (speech prosody) or not (nonverbal vocalizations) 
verbal content? Using a gating paradigm, the current study 
examined the minimum stimulus duration necessary for an 
accurate recognition of emotions in nonverbal vocalizations, 
extending previous studies (Pell and Kotz 2011). Nonverbal 
vocalizations were selected from the Montreal Affective 
Voices (MAV, Belin et al. 2008; validation for the Portu-
guese population by Vasconcelos et al. 2017) as the MAV 
is a standardized battery widely used in studies of emotion 
recognition (e.g., Collignon et al. 2010; Naranjo et al. 2011; 
Paquette et al. 2013). For a more direct comparison with pre-
vious studies testing speech prosody (Pell and Kotz 2011), 
MAV vocalizations conveying basic emotions, i.e. anger, 
disgust, fear, amusement, sadness and neutral states were 
selected to determine the earliest time window at which 
emotions are accurately recognized. Auditory gates were 
defined and represented specific time increments: stimuli 
were divided into seven gate intervals ranging from 100 to 
700 ms (i.e., the first gate started at the beginning of the 
vocalization and the last corresponded to the entire stimulus 
duration). Furthermore, participants were asked to catego-
rize the vocalizations based on a six-choice classification 
system (neutral, amusement, sadness, disgust, anger and 
fear). Two types of analyses were performed: first, recog-
nition accuracy was computed for each type of vocaliza-
tion at each gate duration; second, the gate at which the 
emotion was accurately recognized (without classification 
changes at longer gate durations) was identified for each 

type of vocalization (i.e., emotion identification points were 
computed).

As for speech prosody (Pell and Kotz 2011), we hypoth-
esized that emotional recognition accuracy would increase 
as a function of increased gate duration (i.e., increased stim-
ulus length). Moreover, we hypothesized that an accurate 
identification of discrete emotions would occur at different 
gate intervals. Specifically, two alternative hypotheses were 
formulated. Considering EEG evidence showing an earlier 
latency of ERP components within 200 ms post-stimulus 
onset in response to laughter compared to both angry and 
sad vocalizations (Pell et al. 2015), the recognition of laugh-
ter was expected to require less acoustic information than 
the recognition of negative vocalizations, reflected in an 
earlier identification point. However, if emotion recognition 
in nonverbal vocalizations follows a similar time course to 
speech prosody (Cornew et al. 2010; Pell and Kotz 2011; 
Rigoulot et al. 2013), negative vocalizations should be iden-
tified at shorter gates compared to positive vocalizations. 
This would be consistent with an evolutionary approach to 
emotions (e.g., Ito et al. 1998; Nesse 1990; Pell and Kotz 
2011): negative vocal expressions are considered highly sali-
ent cues since they might communicate possible threats in 
the environment (Baumeister et al. 2001). Therefore, a rapid 
detection and recognition of negative emotions is critical for 
survival (Pell and Kotz 2011). Given the lower acoustic vari-
ation of neutral vocalizations, we hypothesized they would 
be recognized at shorter gates compared to emotional vocali-
zations (Pell and Kotz 2011). These hypotheses were tested 
with mixed-effects models since they avoid spurious effects 
and have more power compared to traditional methods such 
as the analysis of variance (ANOVA; Jaeger 2008).

Method

Participants

The best procedure to determine sample size when using 
mixed-effects modeling remains to be specified (Maas and 
Hox 2005; McNeish and Stapleton 2016). Hence, and since 
the current study relies on a similar gating paradigm to the 
one described by Pell and Kotz 2011 with speech prosody 
(n = 49), a similar number of participants was included in 
the current study. Fifty-two participants (mean age = 23.42, 
SD = 7.80 years, age range 18–49 years; 27 females) com-
pleted the study. The education level ranged from 12 to 
20 years (M = 13.87, SD = 1.99). All participants reported 
no hearing difficulties and were native speakers of European 
Portuguese. They provided written informed consent and 
received course credit for their participation. The study was 
approved by a local Ethics Committee (University of Minho, 
Braga, Portugal).
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Stimuli

Fifty-eight nonverbal vocalizations expressing anger 
(n = 10), disgust (n = 10), fear (n = 8), amusement1 (n = 10), 
sadness (n = 10) and neutral states (n = 10) were selected 
from the MAV. The MAV includes 90 nonverbal emotional 
vocalizations (e.g., laughter, growls, cries or screams) 
uttered by five male and five female speakers (five female 
and five male vocalizations of each emotional category). 
These speakers were instructed to produce short emotional 
interjections using the vowel/ɑ/.2 Despite cultural differ-
ences in decoding accuracy for different MAV emotional 
categories (increased for sadness—86%, and decreased for 
pain—51%—Belin et al. 2008; increased for sadness—79%, 
and decreased for fear—25%—Koeda et al. 2013; increased 
for amusement—90%, and decreased for anger—29.5%—
Vasconcelos et al. 2017), all these studies yielded high lev-
els of accuracy.3 In the current study, the number of male 
and female vocalizations was the same for each emotional 
category.

First, the duration of the selected MAV stimuli was 
shortened (n = 50) or increased (n = 8) to 700 ms4: whereas 
shortening stimulus duration involved cutting the endpoint 
of its waveform, stimulus duration was gradually increased 
to 700 ms by adding less variable segments of the sound 
to its waveform ensuring that its emotionality was not 
changed (based on a pilot study with three experienced 
voice researchers). Therefore, two vocalizations of fear were 
excluded as their too short duration prevented further acous-
tic manipulations. To test whether the manipulated vocal 
samples still conveyed the intended emotional meaning, they 

were first judged by a sample of participants who did not 
participate in the current study (n = 38; mean age = 21.68, 
SD = 3.74 years, age range 18–33 years; 23 females). Hits 
were defined as the number of times a vocalization received 
the highest intensity ratings in the corresponding scale. The 
overall mean recognition accuracy was quite high (68.67% 
for a chance level of 25%). Recognition accuracy rates were 
identical to those described for the original (non-manipu-
lated) stimuli of the MAV (Belin et al. 2008; Vasconcelos 
et al. 2017).

After this pilot experiment, the 700 ms vocalizations 
were divided into 7 gates with decreasing durations from 
700 to 100 ms, yielding a total of 406 vocalizations (see 
Supplementary Material for examples). To control for dif-
ferences in the perceived loudness across stimuli, vocaliza-
tions were individually normalized to a peak intensity of 
70 dB. Manipulation of stimulus duration and intensity was 
performed with Praat software (Boersma and Weenink 2005, 
www.praat .org).

Procedure

An auditory gating task was used, in which listeners were 
presented with increasing (cumulative frequency) amounts 
of vocal emotional information. Data were collected on desk-
top computers equipped with headphones. Superlab software 
(Cedrus Corporation 1991) was used for stimulus presenta-
tion and response recording. Stimuli were equally distrib-
uted across two sets (each included vocalizations produced 
by male and female speakers, representing the five emotion 
categories and a neutral category—203 stimuli in each set) 
to avoid fatigue effects: 50% of participants rated set 1 and 
50% rated set 2. Hence, five samples of anger, amusement, 
disgust, sadness, and neutral expressions and four samples 
of fear presented in the seven gate durations were included 
in each set (29 vocalizations × 7 gates). Whenever one set 
included three female and two male samples of an emotion 
category, the other set included three male and two female 
samples of the same emotion type. This was true for anger, 
amusement, disgust, sadness and neutral expressions. As for 
fear, each set included two female and two male samples 
at each gate duration. Following Pell and Kotz (2011), the 
order of stimulus presentation began with gate 1 and ended 
with gate 7. Each gate duration comprised stimuli of the six 
categories that were randomized across participants. Before 
the beginning of the experiment, instructions were provided 
on the computer screen. Participants were instructed to rate 
the emotion category of each vocalization by choosing one 
of six possible options (0 = neutral, 1 = amusement, 2 = sad-
ness, 3 = anger, 4 = disgust, and 5 = fear). A training trial 
with two extra stimuli was provided at the beginning of the 
experiment. Each experimental session lasted approximately 
45 min. Three additional seven-point scales were used to 

1 Based on existing studies arguing for a clear distinction between 
different types of positive nonverbal vocalizations (e.g., achievement/
triumph, amusement, contentment, sensual pleasure and relief—Sau-
ter and Scott 2007; amusement, interest, relief, awe, compassion, sen-
sory pleasure, enthusiasm and triumph—Simon-Thomas et al. 2009), 
the term ‘happiness’ used in the MAV was replaced with ‘amuse-
ment’ in the current study as it more accurately matches the stimuli 
(laughter) included in this battery.
2 The lower acoustic variability of the MAV sounds, compared to 
other stimulus batteries (e.g., Lima et al. 2013), is ideal for the study 
of the effects of stimulus duration on vocal emotional recognition: 
when presented with stimuli with lower acoustic variation, listen-
ers may rely more on duration for their emotional judgments than on 
other acoustic properties of the voice.
3 68.2% for the chance level at 12.5%—Belin et al. (2008), 51.1% for 
the chance level at 12.5%—Koeda et al. (2013), 62.8% for the chance 
level at 11.1%—Vasconcelos et al. 2017.
4 The maximum duration of the gate (700 ms) was chosen to allow 
the use of the current vocalizations in ERP studies probing the time 
course of vocal emotional processing. In studies using this method-
ology, differences in stimulus duration across conditions may affect 
sensory ERP components such as the N1 (Stapells 2002), and poten-
tially confound the interpretation of later processing stages involved 
in the cognitive evaluation of the stimulus.

http://www.praat.org
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assess the approachability (1 = totally avoiding, 7 = totally 
approaching the stimulus), intensity (1 = not at all intense, 
7 = extremely intense) and authenticity (1 = not at all authen-
tic, 7 = extremely authentic) of each vocalization. As the 
focus of the current study was on the effects of stimulus 
duration on recognition accuracy, these additional ratings 
are presented as Supplementary Material.

Data analyses

Recognition accuracy Accuracy was calculated as the pro-
portion of correct categorizations for each emotion category 
in each gate. For example, for anger, a proportion of 0.50 
indicates that 5 out of 10 vocalizations of anger were cor-
rectly classified as anger.

Emotion identification points An emotional identification 
point was defined as the first gate duration at which an emo-
tion was accurately recognized if (1) it was again correctly 
identified at the next gate duration; and if (2) it was not more 
than once incorrectly identified at all following (longer) gate 
durations (Pell and Kotz 2011; Salasoo and Pisoni 1985). 
Emotion identification points ranged from gates 1 to 6. Tri-
als that did not fulfill the abovementioned criteria were dis-
carded. For example, gate 2 was assigned to the following 
categorization of amusement: neutral, amusement, amuse-
ment, amusement, sadness, amusement and amusement. 
Emotion identification points were separately estimated for 
each vocalization when judged by each participant (5 catego-
ries × 5 items + 1 category × 4 items × 52), yielding a total 
of 1508 identification points or 260 identification points for 
anger, disgust, amusement, sadness and neutral categories, 
and 208 identification points for fear. Subsequently, we cal-
culated the distribution of correct identification points and 
discarded trials for each emotion type at each gate duration 
(see Table 2).

Accuracy data were analyzed with linear mixed-effects 
models using the lmer4 (Bates et al. 2014) and lmerTest 
(Kuznetsova et al. 2016) packages in the R environment 
(R3.4.3. GUI 1.70), which were used to estimate fixed and 
random coefficients. This type of statistical analysis allows 
examining the effects of variables that may vary either 
between subjects, within subjects, or both between and 
within subjects, representing a more efficient way to account 
for variance at different levels (Hoffman and Rovine 2007).

Results

Recognition accuracy

Table 1 displays the overall recognition accuracy for each 
type of vocalization at each gate duration. The overall mean 
recognition accuracy was 0.34 at gate 1, 0.39 at gate 2, 0.71 

at gate 3, 0.78 at gate 4, 0.80 at gate 5, 0.84 at gate 6, and 
0.85 at gate 7. All vocalizations were recognized with above-
chance accuracy from gates 1 to 7 (the chance-level perfor-
mance was 16.66% for a 6-alternative forced choice task), 
except sadness at gate 1.

The hypothesis that emotional recognition accuracy 
would increase as a function of increased gate duration was 
first tested with a mixed-effects model including recognition 
accuracy as outcome, participants as random effects, and 
emotion category and gate duration as fixed effects. A sig-
nificant interaction effect between emotion category and gate 
duration (estimated difference = .969, p < .001) indicated 
that accuracy across gates differed significantly according 
to emotion category. To account for the effect of set (sets 
1 and 2), this dichotomous variable was also added to the 
model as a fixed effect. The set had no significant effect on 
the recognition accuracy of all types of vocalizations, except 
anger (estimated difference = .978; p = .035) and disgust 
(estimated difference = − .094; p = .006). The analysis was 
also replicated using approachability, intensity and authen-
ticity as covariates: the pattern of results for the interaction 
did not change with the inclusion of these variables.

Subsequently, the effects of gate on recognition accuracy 
were tested for each emotion category separately. The model 
included recognition accuracy as outcome, participants as 
random effect, and gate as fixed effect. The recognition of 
each type of vocalization improved significantly at succes-
sive gate intervals (see Table 1): recognition of amusement 
improved from gates 1 to 2 (estimated difference = .065, 
p = .017), 2 to 3 (estimated difference = .142, p < .001) and 
3 to 4 (estimated difference = .065, p = .017); recognition 
of sadness improved from gates 1 to 2 (estimated differ-
ence = .112, p < .001), 2 to 3 (estimated difference = .565, 
p < .001) and 3 to 4 (estimated difference = .158, p < .001); 
recognition of anger improved from gates 2 to 3 (estimated 
difference = .135, p < .001) and 5 to 6 (estimated differ-
ence = .081, p = .025); recognition of disgust improved from 
gates 2 to 3 (estimated difference = .327, p < .001) and 3 to 
4 (estimated difference = .112, p < .001); recognition of fear 
improved from gates 2 to 3 (estimated difference = .313, 
p < .001) and 6 to 7 (estimated difference = .077, p = .049); 
recognition of neutral vocalizations improved from gates 2 
to 3 (estimated difference = .446, p < .001).

Emotion identification points

This set of analyses aimed to estimate the exact gate duration 
at which each vocalization was first recognized by each par-
ticipant, with no identification changes at subsequent gates. 
Table 2 illustrates the distribution of correct identification 
points and discarded trials for each vocalization at each 
gate. Figure 1 displays the minimum duration, expressed in 
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milliseconds, required to identify each category of nonverbal 
vocalizations, without further changes at subsequent gates.

The hypothesis that the accurate identification of discrete 
emotions would occur at different gate intervals was tested 
with a mixed-effects model including identification points 
as outcome, participants as random effect, and emotion cat-
egory as fixed effect. The effect of set was also tested but, 
as no significant effect was found, it was not considered in 
the final model. Three participants who failed to identify the 
intended meaning from any of the angry vocalizations, and 
two participants who responded incorrectly to all neutral 

vocalizations were excluded from these analyses as the 
means for both types of vocalizations could not be estimated. 
Of note, after excluding these participants from the statisti-
cal model, we still ensured an equal number of participants 
per condition. A total of 47 participants (mean age = 23.23, 
SD = 7.18 years, age range 18–46 years; 23 females) was 
included in the analysis of identification points.

The amount of acoustic information needed to recog-
nize emotions from nonverbal vocalizations differed sig-
nificantly by emotion category. Neutral vocalizations were 
identified with the shortest amount of acoustic information 

Table 1  Proportion of correct 
responses for each type of 
vocalization at each gate 
duration

Standard deviation is shown in parentheses
a Significantly different from gate 1
b Significantly different from gate 2
c Significantly different from gate 3
d Significantly different from gate 4
e Significantly different from gate 5
f Significantly different from gate 6

Emotion category Recognition accuracy

Gate duration (ms)

G1a G2b G3c G4d G5e G6f G7

100 200 300 400 500 600 700

Anger 0.36
(0.24)

0.38
(0.25)

0.52b

(0.24)
0.52
(0.25)

0.53
(0.21)

0.61c,d,e

(0.22)
0.62c,d,e

(0.27)
Disgust 0.33

(0.23)
0.33
(0.26)

0.66b

(0.17)
0.77c

(0.17)
0.82c

(0.15)
0.87c,d

(0.18)
0.83c,d

(0.22)
Fear 0.29

(0.23)
0.34
(0.25)

0.65b

(0.24)
0.69
(0.24)

0.65
(0.26)

0.70
(0.28)

0.78c,d,e,f

(0.24)
Amusement 0.25

(0.22)
0.32a

(0.20)
0.88b

(0.14)
0.95c

(0.11)
0.97c

(0.08)
0.98c

(0.07)
0.98c

(0.06)
Sadness 0.17

(0.20)
0.28a

(0.18)
0.73b

(0.18)
0.89c

(0.13)
0.91c

(0.13)
0.95c,d

(0.10)
0.94c

(0.09)
Neutral 0.62

(0.31)
0.68
(0.35)

0.82b

(0.29)
0.88
(0.25)

0.91c

(0.22)
0.90c

(0.21)
0.92c

(0.22)

Table 2  Distribution of correct identification points and discarded trials for each type of vocalization at each gate duration

Mean percentage values are shown in parentheses

Emotion Identification points

Gate duration (ms)

G1 G2 G3 G4 G5 G6 Total Total

100 200 300 400 500 600 Correct Incorrect

Anger 40 (15.38%) 16 (6.15%) 39 (15%) 17 (6.54%) 15 (5.77%) 36 (13.85%) 163 (62.69%) 97 (37.31%)
Disgust 50 (19.23%) 28 (10.77%) 85 (32.70%) 24 (9.23%) 16 (6.15%) 23 (8.85%) 226 (86.93%) 34 (13.07)
Fear 32 (15.38%) 17 (8.17%) 57 (27.40%) 11 (5.29%) 11 (5.29%) 34 (16.35%) 162 (77.88%) 46 (22.12%)
Amusement 47 (18.08%) 30 (11.53%) 150 (57.69%) 21 (8.08%) 4 (1.54%) 4 (1.54%) 256 (98.46%) 4 (1.54%)
Sadness 22 (8.46%) 40 (15.38%) 116 (44.62%) 42 (16.16%) 16 (6.15%) 8 (3.08%) 244 (93.85%) 16 (6.15%)
Neutral 130 (50%) 33 (12.70%) 43 (16.54%) 18 (6.92%) 9 (3.46%) 5 (1.92%) 238 (91.54%) 22 (8.46%)



Motivation and Emotion 

1 3

relative to all types of vocal emotions (fear: estimated differ-
ence = 166.45, p < .001; anger: estimated difference = 141.24, 
p < .001; sadness: estimated difference = 103.97, p < .001; 
disgust: estimated difference = 95.21, p < .001; amusement: 
estimated difference = 65.35, p < .001). Positive vocaliza-
tions (amusement) required a shorter acoustic signal than 
negative vocalizations (fear: estimated difference = 101.10, 
p < .001; anger: estimated difference = 75.89, p < .001 and 
sadness: estimated difference = 38.62, p = .041). Figure 2 
illustrates the estimated differences between emotion 
categories.

Discussion

Clarifying how fast listeners decode vocal emotions is 
critical for our understanding of the mechanisms under-
lying emotional voice perception and communication. 
Vocal expressions change over time and these dynamic 
changes dictate how emotion-specific meaning is encoded 

and decoded. The current study probed how accurately 
listeners recognize emotional meaning communicated 
through short nonverbal vocalizations and determined 
the exact amount of acoustic information required for an 
accurate emotion recognition. A gating paradigm with 
precise time increments (100 ms) was used to investigate 
these questions. Our findings demonstrate that emotions 
are very rapidly decoded even when the voice signal does 
not contain verbal information, in good agreement with 
previous studies (Liu et al. 2012; Pell et al. 2015; Sauter 
and Eimer 2010). Significant improvements in recognition 
occurred from gates 2 to 3, when listeners were exposed 
to at least 200 ms voice samples. Further, the current find-
ings support the observation that discrete vocal emotions 
unfold at different rates and are recognized at different 
points in time. Specifically, neutral vocalizations were 
recognized with a shorter acoustic signal than emotional 
vocalizations. When comparing recognition for the differ-
ent discrete emotions, we observed that the recognition of 
amusement (laughter) required the shortest acoustic signal, 

Fig. 1  Mean time values (ms) 
required to recognize each 
type of vocalization. The mean 
values considered only correctly 
identified vocalizations for each 
emotion category. Therefore, 
incorrect judgments were not 
considered (five exemplars 
of neutral, anger, sadness, 
amusement, and disgust and 
four exemplars of fear). Error 
bars represent standard devia-
tions

Fig. 2  Schematic diagram representing the estimated differences between emotions. Solid and dashed lines represent significant and non-signifi-
cant p values, respectively. *p ≤ .05
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whereas anger and fear required the longest acoustic signal 
for successful recognition.

Decoding emotions from short nonverbal 
vocalizations

Vocal emotions rely on temporally-unfolding acoustic rep-
resentations. An incremental increase of recognition accu-
racy was observed with longer vocal samples for all emotion 
categories. Specifically, the recognition of nonverbal vocal 
emotions was found to rapidly improve in the 200–300 time 
window. Of note, gate 3 (300 ms duration) was enough for 
the accurate recognition of more than 50% vocal samples 
of all emotion categories (see Table 1). Hence, the acoustic 
modulations occurring within the first 300 ms after vocali-
zation onset seem to be the most critical time window for 
explicit decisions about a speaker’s emotional state. This 
observation agrees with the time window showing effects 
of emotional salience detection in ERP studies (i.e., within 
200 ms after voice onset—P50: Liu et al. 2012; N100 and 
P200: Pinheiro et al. 2013; P200: Sauter and Eimer 2010). 
Although not as critical, acoustic changes in later time win-
dows facilitated emotional recognition in general, as more 
acoustic information was available to listeners.

Extending previous research with speech prosody (Pell 
and Kotz 2011; Rigoulot et al. 2013), the current results 
indicate differences in the rate at which the recognition of 
discrete emotions improves from one gate to the next. Spe-
cifically, amusement (266 ms), disgust (296 ms) and sadness 
(305 ms) were identified at shorter gate intervals compared 
to anger (342 ms) and fear (367 ms) (see Figs. 1, 2). In addi-
tion, significant differences were observed between amuse-
ment and sadness, with the first being identified with less 
acoustic information.

The earliest recognition of amusement at the behavio-
ral level agrees with previous EEG evidence showing an 
earlier or facilitated discrimination of laughter compared to 
vocalizations expressing anger and sadness (Pell et al. 2015). 
The high acoustic distinctiveness of laughter (e.g., frequency 
parameters, duration or distribution of spectral energy—e.g., 
Edmonson 1983; Kipper and Todt 2001) may enhance the 
salience of this vocal emotion (e.g., Pinheiro et al. 2017a, b) 
and explain its earlier identification point (Kipper and Todt 
2001) compared to the other emotion categories.

Following amusement, listeners were also able to decode 
sadness from shorter voice samples. The social function 
played by the two vocal emotions (Belin 2006; Latinus and 
Belin 2011; Meneses and Díaz 2017) may account for the 
earlier identification points observed in the current study. 
Particularly, spontaneous laughter (e.g., amused laughter, 
joyful laughter) facilitates cooperative behavior (Gervais and 
Wilson 2005; Greatbatch and Clark 2003). Laughter may 
also elicit emotional contagion (Mehu and Dunbar 2008), 

which is critical in social bonding (Gervais and Wilson 
2005; Vettin and Todt 2004). Sadness (reflected in crying 
vocalizations) may promote the development of social bonds 
by stimulating in others the willingness to provide assistance 
and emotional support (Hendriks et al. 2008; Vingerhoets 
et al. 2009). Further, listeners seem to be innately predis-
posed to rapidly respond to crying and laughing sounds 
(Barr et al. 1996; Caron 2002) as both represent a child’s 
primary means of communication (Barr et al. 1996; Scheiner 
et al. 2002). The identification of disgust was also possible 
when shorter vocal samples were presented to the listeners. 
This could be related to the survival value associated with 
the fast identification of disgusting sounds that might signal 
a threat for the organism, such as rotten food (Zimmer et al. 
2016). Although the rapid detection of vocal expressions of 
anger and fear also has an adaptive value, the tendency to 
misinterpret anger as fear and vice versa (Belin et al. 2008; 
Vasconcelos et al. 2017) may explain why a longer acoustic 
signal was required for their accurate identification.

Supporting our hypothesis and a prior study with speech 
prosody (Pell and Kotz 2011), neutral vocalizations were 
accurately recognized at gate 1 (100 ms), with accuracy 
levels significantly higher (62%) than those achieved by all 
emotional categories (see Table 1). Plausibly, the smaller 
acoustic variation of neutral vocal cues (Belin et al. 2008) 
facilitated their identification at shorter gates. Additional 
acoustic cues provided by longer gates did not seem to add 
crucial information for its recognition.

Decoding emotions from short nonverbal 
vocalizations versus speech prosody

Our results also provide support for differences in recog-
nition accuracy according to stimulus type (with vs. with-
out verbal content). In general, the nonverbal vocalizations 
used in the current study yielded higher accuracy ratings 
than the prosodic pseudo-utterances in the study of Pell and 
Kotz (2011). Emotion-specific differences are also observed 
when contrasting accuracy for speech prosody (from shorter 
to longer duration: fear, sadness, anger, happiness and dis-
gust—Pell and Kotz 2011) and nonverbal vocalizations 
(from shorter to longer duration: amusement, disgust, sad-
ness, anger and fear—the current study).

The earlier recognition points in the current study suggest 
that shorter amounts of acoustic information are required 
for an accurate recognition of emotions in vocalizations 
relative to prosodic pseudo-utterances (between 266 and 
367 ms in the current study vs. between 510 and 1486 ms 
in the study of Pell and Kotz 2011). This finding agrees 
with previous evidence demonstrating an earlier and pref-
erential detection of emotions from nonverbal vocalizations 
relative to speech prosody (Pell et al. 2015). This difference 
might be justified by the fact that nonverbal vocalizations 
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served a communicative function long before the emer-
gence of language (Belin et al. 2004). Compared to speech 
prosody, vocalizations seem to rely on less complex (Juslin 
and Laukka 2003) and more automatic (Lima et al. 2018) 
decoding mechanisms that could promote a faster behavio-
ral response (Pell et al. 2015). Moreover, whereas speech 
prosody demands the concurrent processing of segmental 
and suprasegmental cues (which may require more process-
ing resources), the processing of emotions in vocalizations 
relies on nonverbal information only (Pell et al. 2015). These 
features may explain why accurate emotion recognition is 
achieved with less acoustic information when the listener is 
exposed to vocalizations compared to speech prosody. Fur-
ther, they may account for differences in the time course of 
emotion recognition when the voice signal contains (speech 
prosody) or not (nonverbal vocalizations) concurrent verbal 
information. Of note, both neutral vocalizations and neu-
tral speech prosody were identified from shorter acoustic 
events compared to all vocal emotions. This suggests that 
stimulus type (speech prosody vs. nonverbal vocalizations) 
only affects the time course of vocal emotional (not neutral) 
recognition.

In good agreement with previous evidence (Hawk et al. 
2009; Pell et al. 2015), the current findings suggest that 
emotions are more reliably and rapidly detected from non-
verbal vocalizations than from emotional prosody. Research 
on vocal emotional processing may thus benefit from the 
use of nonverbal vocal emotions. This could be especially 
advantageous in the case of emotion recognition training 
programs. For example, Schlegel et al. (2017) conducted 
a video-based emotion recognition training program with 
non-clinical adults by combining distinct types of emotional 
information (facial, postural, gestural and speech prosody). 
They found that whereas training improved the perfor-
mance of young and middle-aged adults, no improvement 
was observed in older adults (Schlegel et al. 2017). Even 
though there is some evidence indicating that the recogni-
tion of emotional information declines with age (Ruffman 
et al. 2008), it is plausible that the simultaneous processing 
of segmental and suprasegmental information (emotional 
prosody) increased task demands and contributed to the null 
effects observed in older participants. Therefore, the use of 
emotional nonverbal vocalizations, which have been found to 
be universally recognized (Laukka et al. 2013; Sauter et al. 
2010), may be of particular relevance to emotion recognition 
intervention programs.

Limitations

Despite the strengths of the current study, some limita-
tions should be considered. First, the use of a forced-choice 
task may have inflated recognition accuracy as listeners’ 

judgments were restricted to the number of available options. 
Future studies should use a free-response format to deter-
mine whether spontaneous judgements produce similar 
accuracy levels for each type of vocalization as a function 
of gate. Second, besides laughter, no other types of positive 
vocal emotions (e.g., achievement, sensual pleasure, relief) 
were examined in the current study. As a result, it remains 
to be clarified whether the recognition of different types of 
positive vocalizations relies on different amounts of acoustic 
information. Third, the generalization of the current results 
is limited by the cultural specificities of this sample. Future 
studies should test the role of sociocultural differences in 
the time course of vocal emotional recognition. Finally, our 
conclusions are constrained by the gate durations used in the 
current study, which were defined by 100 ms increments. 
Further studies are required to examine whether accuracy 
varies by emotion type with gates shorter than 100 ms.

Conclusion

The current study adds to emotional prosody research by 
shedding light on the time required to decode basic emo-
tions from nonverbal vocalizations. Acoustic modulations 
occurring within the first 300 ms after stimulus onset repre-
sented the most critical time window for explicit identifica-
tion of emotions from nonverbal vocalizations. Further, the 
amount of vocal information that is necessary to decode the 
emotional meaning of nonverbal vocalizations varied as a 
function of emotion category: the recognition of amusement 
relied on the shortest acoustic signal, whereas the recogni-
tion of anger and fear required longer acoustic samples. As 
for speech prosody, these results provide further support for 
the notion that critical acoustic-based emotional cues unfold 
over the course of a nonverbal vocalization at different time 
points. Specifically, they suggest a facilitated decoding of 
amusement (laughter), which may be related to its social 
significance and acoustic distinctiveness in nonverbal social 
communication. The time course for recognition of a speak-
er’s emotional state has received little attention so far. This 
study provides the starting point for further research aiming 
to unveil temporal effects on vocal emotional perception.
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