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During speech comprehension, multiple cues need to be integrated at a millisecond speed, including
semantic information, as well as voice identity and affect cues. A processing advantage has been demon-
strated for self-related stimuli when compared with non-self stimuli, and for emotional relative to neu-
tral stimuli. However, very few studies investigated self-other speech discrimination and, in particular,
how emotional valence and voice identity interactively modulate speech processing. In the present study
we probed how the processing of words’ semantic valence is modulated by speaker’s identity (self vs.
non-self voice).
Sixteen healthy subjects listened to 420 prerecorded adjectives differing in voice identity (self vs. non-

self) and semantic valence (neutral, positive and negative), while electroencephalographic data were
recorded. Participants were instructed to decide whether the speech they heard was their own (self-
speech condition), someone else’s (non-self speech), or if they were unsure.
The ERP results demonstrated interactive effects of speaker’s identity and emotional valence on both

early (N1, P2) and late (Late Positive Potential – LPP) processing stages: compared with non-self speech,
self-speech with neutral valence elicited more negative N1 amplitude, self-speech with positive valence
elicited more positive P2 amplitude, and self-speech with both positive and negative valence elicited
more positive LPP. ERP differences between self and non-self speech occurred in spite of similar accuracy
in the recognition of both types of stimuli.
Together, these findings suggest that emotion and speaker’s identity interact during speech processing,

in line with observations of partially dependent processing of speech and speaker information.
� 2016 Published by Elsevier Inc.
1. Introduction

In the course of a conversation, people have to rapidly detect
and integrate multiple signals in order to make sense of speech
information. These signals include not only linguistic but also par-
alinguistic cues (Belin, Bestelmeyer, Latinus, & Watson, 2011;
Schirmer & Kotz, 2006). From the perspective of a listener, it is
not only important to understand ‘‘what” is being said and ‘‘how”,
but also to relate that information to ‘‘who” is saying it (Belin,
Fecteau, & Bédard, 2004; Belin et al., 2011; Formisano, De
Martino, Bonte, & Goebel, 2008). From the perspective of a speaker,
it is important to distinguish between self-generated and non-self
generated voices, i.e. to recognize speech as one’s own.

Studies in the last two decades lend support to the idea that dis-
tinct types of information – speech, affect and identity – conveyed
by the voice are processed by functionally dissociable neural path-
ways: the analysis of speech information recruits temporal (ante-
rior and posterior superior temporal sulcus) and inferior
prefrontal regions, particularly in the left hemisphere; the analysis
of vocal affect recruits temporo-medial regions, the anterior insula,
the amygdala and inferior prefrontal regions, particularly in the
right hemisphere; the analysis of vocal identity recruits regions of
the right anterior superior temporal sulcus (e.g., Belin et al.,
2004, 2011). Nonetheless, the interactions between these distinct
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types of information remain largely unexplored. In spite of the lim-
ited number of studies probing the neuro-functional correlates of
speaker’s identity processing, there is evidence indicating that
identity-related information is extracted and used from early
stages of speech perception, within the first 200–300 milliseconds
(ms) after a spoken word onset (Van Berkum, van den Brink,
Tesink, Kos, & Hagoort, 2008). However, few studies have investi-
gated the interaction between speaker’s identity and speech
semantic valence and, in particular, how the assessment of self-
relevance (self vs. non-self voice) influences emotional language
comprehension at the neural level.

1.1. The role of voice identity during speech perception

A considerable number of studies have demonstrated a process-
ing advantage for self-related stimuli when compared with non-
self stimuli, such as one’s own name (Gray, Ambady, Lowenthal,
& Deldin, 2004; Tacikowski & Nowicka, 2010; Zhao et al., 2009),
self-related pronouns (Herbert, Herbert, Ethofer, & Pauli, 2011;
Zhou et al., 2010), self-face (Keyes, Brady, Reilly, & Foxe, 2010;
Sui, Zhu, & Han, 2006; Tacikowski & Nowicka, 2010), self-
relevant objects (Miyakoshi, Nomura, & Ohira, 2007), or self-hand
(Su et al., 2010).

Few studies probed the neural correlates of self-voice percep-
tion and, in particular, the time course of self-generated speech
processing (Conde, Gonçalves, & Pinheiro, 2015, in press; Graux,
Gomot, Roux, Bonnet-Brilhault, & Bruneau, 2015; Graux et al.,
2013). More recent investigations suggest that self and non-self
voices are discriminated within the first 100 ms after voice onset
(e.g., Ford et al., 2001), and indicate high self-voice recognition
rates (94–96% – Rosa, Lassonde, Pinard, Keenan, & Belin, 2008).
ERP studies testing the corollary discharge mechanism (i.e., the
expected sensory feedback resulting from one’s own action)
demonstrated effects on the N1 component, a negativity peaking
between 80 and 120 ms after stimulus onset, and maximal at fron-
tocentral electrodes locations (e.g., Rosburg, Boutros, & Ford, 2008).
Generally, the N1 is sensitive to the physical properties of the stim-
uli, and has been proposed as a neurophysiological signature of
automatic attention allocation to salient stimuli (Rosburg et al.,
2008). Specifically, the studies that probed the corollary discharge
showed that the N1 amplitude is reduced in response to the onset
of unaltered self-voice auditory feedback during speech production
in comparison with the passive listening to the recording of one’s
own voice (e.g., Baess, Widmann, Roye, Schröger, & Jacobsen,
2009; Behroozmand & Larson, 2011; Ford et al., 2001); or in
response to self-triggered (i.e., button press) relative to
externally-triggered tones (Behroozmand & Larson, 2011; Knolle,
Schröger, & Kotz, 2013a, 2013b). As such, these studies expanded
the functional significance of the N1, by demonstrating that this
component is also sensitive to voice identity, and that it is specif-
ically modulated by stimulus predictability or agency (e.g., being
the author of the action of pressing a button to elicit a sound).

These experiments also reported effects on the P2 component, a
positivity that is typically observed around 150–300 ms after stim-
ulus onset, and has been associated with early stimulus categoriza-
tion and attention processes (e.g., Crowley & Colrain, 2004), and
more recently with the detection of the emotional salience of a
stimulus (e.g., Paulmann & Kotz, 2008; Pinheiro et al., 2013,
2014). Specifically, these experiments demonstrated reduced P2
amplitude in response to self-generated sounds (Knolle et al.,
2013b). These effects were interpreted as a neurophysiological sig-
nature of the conscious detection of a self-initiated auditory stim-
ulus (Knolle et al., 2013b). However, a particular methodological
feature of this type of paradigms is that they either involve active
speech production or a motor condition, in which participants are
asked to press a button in order to elicit a given sound (e.g., Knolle
et al., 2013a, 2013b), with its disadvantages in terms of artifacts
during EEG data acquisition (e.g., Ford et al., 2001).

Of relevance to the current study, evidence from experiments
consisting of the passive listening to pre-recorded self-voice and
non-self voice stimuli indicated that voice stimuli can be discrim-
inated as a function of their identity in early stages of information
processing. The differential sensitivity of the ERP response to self-
relevance was corroborated by studies reporting effects around
100 ms. For example, Graux et al. (2013) observed that self and
non-self pre-recorded voices were discriminated within the first
100 ms after voice onset: the self-voice was characterized by
greater negative amplitude within this time window compared
with the unfamiliar voice. Together, these studies reveal important
effects of voice identity in early processing stages, i.e. within the
first 200 ms after voice onset (N1, P2).

Moreover, in a recent study, we probed how self-relevance (pre-
recorded self vs. non-self voice) modulates selective attention
(Conde et al., 2015). We found that selective attention to voice
stimuli was enhanced in the case of self-relevant (‘my voice’) com-
pared to non-self (‘someone else’s voice) stimuli. This finding sug-
gests that in experiments consisting of listening to task-relevant
pre-recorded self vs. non-self voices, N1/P2 amplitude for the
self-voice might be increased, rather than decreased as reported
in experiments requiring speech production (e.g., Ford et al.,
2001) or a button-press eliciting a sound (e.g., Knolle et al.,
2013b). In this case, self-relevance may engender increased neural
activity and larger ERP amplitude through an increase of attention
(e.g., self-voice – Conde et al., 2015; self-name and self-face –
Tacikowski & Nowicka, 2010). The finding of Conde et al. (2015)
additionally indicated that a self-voice represents a particularly
salient stimulus, suggesting that the self-relevance and the emo-
tionality of a stimulus may produce similar effects.

1.2. The role of semantic valence in speech processing

A close relationship between the processing of self-related
information and the processing of emotional valence (i.e., the over-
all unpleasantness/displeasure relative to pleasantness/attraction
of a stimulus – Bradley & Lang, 1994) has been reported (e.g.,
Fossati et al., 2003). The existing evidence converges in showing
that we quickly discriminate between emotionally salient and neu-
tral stimuli, and that this differentiation occurs already at early
processing stages, in the first 200 ms after speech onset (e.g.,
Paulmann & Kotz, 2008; Pinheiro et al., 2013, 2014). Specifically,
larger P2 amplitude was observed for positive relative to neutral
words (e.g., Kanske & Kotz, 2007; Kissler, Assadollahi, & Herbert,
2006), or for emotional (negative and positive) relative to neutral
words (Bernat, Bunce, & Shevrin, 2001; Schapkin, Gusev, & Kühl,
2000), even when presented subliminally (Bernat et al., 2001). A
putative explanation for these P2 effects is that they reflect
increased automatic attentional capture by emotional stimuli
(Kanske, Plitschka, & Kotz, 2011). Emotion effects were also
observed in a later positive component, observed after 500 ms
post-stimulus onset – the Late Positive Component (LPP). Some
studies found a processing advantage for pleasant words, suggest-
ing that they lead to increased sustained attention and deeper
stimulus encoding relative to both negative and neutral words,
which is reflected in increased amplitude of the LPP (e.g., Ferré,
2003; Herbert, Junghofer, & Kissler, 2008). Together, these studies
show that the effects of the emotionality of verbal stimuli may be
observed in both early (P2) and later (LPP) components. Thus, in
addition to P2 indexing identity as described above (e.g., Knolle
et al., 2013b), these findings highlight the relevance of the P2 to
the investigation of both voice identity and emotion processing.
We note that in case of self-relevant and emotional speech stimuli,
these effects should be additive.
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1.3. The interactions between self-relevance and emotion

More recent studies have demonstrated that the differential
processing of positive and negative information also occurs at
the personal knowledge level (Fossati et al., 2004), and that emo-
tionally arousing words and self-relevant stimuli share some
similarities, as both represent highly salient and evolutionarily
relevant cues (Gray et al., 2004; Phan et al., 2004). For example,
the recognition of self-relevant material (‘like me’/‘not like me’)
interacts with the recognition of the emotional valence of per-
sonality trait words (e.g., ‘‘friendly”, ‘‘arrogant”). A self-positivity
bias has been demonstrated, indicating that healthy subjects
tend to process positive information as related to personal char-
acteristics, and negative information as unrelated to personal
characteristics (Heine, Lehman, Markus, & Kitayama, 1999;
Herbert et al., 2008; Watson, Dritschel, Obonsawin, & Jentzsch,
2007). In the ERP study of Watson et al. (2007), participants
were presented with trait words and asked to perform either
an emotional judgment task (positive/negative) or a self-
referential task (‘like me’/‘not like me’). An effect of valence
was observed at centro-parietal electrodes between 400 and
550 ms after word onset: amplitude was less positive for nega-
tive than for positive words. Furthermore, an interaction
between self-reference and valence was observed at 450–
600 ms over fronto-central electrodes, and indicated less positive
amplitude for positive words rated as non-self referential and for
negative words rated as self-referential. These studies suggest
that the interactions between self-relevance and emotionality
are reflected in LPP modulations, substantiating the relevance
of this ERP component to the current study.
1.4. The current study and hypotheses

The studies reviewed in the previous sections demonstrated
that the effects of self-relevance are similar to those of emotion
(e.g., Fields & Kuperberg, 2012; Tacikowski & Nowicka, 2010;
Watson et al., 2007) and, in particular, that emotional words are
distinctly processed when presented in a personal context (e.g.,
‘like me’/’not like me’) vs. a non-personal context (e.g., Fossati
et al., 2003). In the present study we sought to probe how listeners
integrate ‘what’ is being said with ‘who’ is saying it, extending pre-
vious studies by using a self-voice condition. In particular, we
aimed to determine whether neutral and emotional spoken words
are differentially processed as function of voice identity (self vs.
non-self). We investigated these questions by examining ERP
recordings in healthy subjects who listened to a series of prere-
corded words (self vs. non-self generated) varying in emotional
valence (neutral – e.g., ‘‘brief”; positive – e.g., ‘‘pretty”; and nega-
tive – e.g., ‘‘rude”). The participants were instructed to decide
whether the speech they heard was their own, if it belonged to
someone else or if they were unsure.

In spite of the fact that hearing a recording of a self-generated
voice (sound is perceived through air conduction alone) is different
from hearing vocal feedback during speech production (sound is
perceived through both air and bone conduction), previous studies
have shown that self-generated vocal stimuli were successfully
recognized as ‘‘self” even when no frequency filter was used to
make the self-voice sound more natural1 (Nakamura et al., 2001;
Rosa et al., 2008). The ERP methodology is particularly suited to
1 In order to minimize differences in sound conduction during active production of
speech and passive listening to recorded self-voice stimuli, and to make a self-
generated voice sound more natural, the procedure adopted by some studies was to
apply an equalization filter that increases frequencies below 1000 Hz by 2 dB and
decreases frequencies above 1000 Hz by 2 dB (e.g., Kaplan, Aziz-Zadeh, Uddin, &
Iacoboni, 2008).
studying the time course of speech processing, allowing a careful
investigation of distinct processing stages associated with voice dis-
crimination and recognition and with emotional semantic
processing.

If the processing of self vs. non-self distinctions occurs inde-
pendently of semantic emotional valence, then we should observe
no interaction between these two factors at the ERP and behav-
ioral levels. The independent effects could be manifested in ERP
differences between self and non-self speech irrespective of
semantic valence type, or in differences between neutral and
emotional words irrespective of speaker’s identity (self vs. non-
self), reflected in ERP components sensitive to emotion or self-
relevance modulations, i.e. N1, P2, and LPP (N1 – voice identity:
Ford et al., 2001; Knolle et al., 2013b; P2 – voice identity:
Knolle et al., 2013b; emotion: Bernat et al., 2001; Kanske &
Kotz, 2007; Kissler et al., 2006; Schapkin et al., 2000; LPP – emo-
tion: Ferré, 2003; Herbert et al., 2008). We should note here that
studies examining the corollary discharge mechanism explore
sensory predictive processes (e.g., Ford et al., 2001; Knolle et al.,
2013a, 2013b), while studies examining self vs. other voice recog-
nition from pre-recorded stimuli probe attentional processes and
salience of the self-voice in comparison with someone else’s voice
(e.g., Conde et al., 2015). In experiments that used the latter
framework, larger ERP responses were recorded to self- relative
to non-self voice stimuli (e.g., Conde et al., 2015). Since our exper-
iment is the first to explicitly examine the impact of salience
(both self-relevance and emotion) on early N1/P2 components
in the context of participants listening to pre-recorded self- and
non-self voices, we extrapolated from such studies as Conde
et al. (2015) and predicted increased N1/P2 and increased LPP
amplitude for self- relative to non-self speech (identity effects).
Additionally, we expected increased P2 and LPP for emotional rel-
ative to neutral speech (semantic valence effects).

We also hypothesized differences in recognition accuracy as a
function of identity (e.g., increased recognition of non-self relative
to self-speech stimuli) or of valence (e.g., increased recognition of
emotional speech compared to neutral speech). This would be con-
sistent with some evidence showing that important information
conveyed by the speaker’s voice may be perceived independently
of semantic information (e.g., Belin, Zatorre, & Ahad, 2002; von
Kriegstein, Eger, Kleinschmidt, & Giraud, 2003).

If, on the other hand, semantic emotional valence interacts with
voice identity in modulating speech processing, we expected to
observe valence-specific differences between self- and non-self
speech in ERP components sensitive to emotion and self-
relevance modulations, i.e. P2 and LPP (P2 – voice identity:
Knolle et al., 2013b; emotion: Bernat et al., 2001; Kanske & Kotz,
2007; Kissler et al., 2006; Schapkin et al., 2000; LPP – emotion:
Ferré, 2003; Herbert et al., 2008; identity and emotion: Watson
et al., 2007). Moreover, these interactions would be reflected in
recognition accuracy. This would be consistent with the observa-
tion that verbal and nonverbal features interact during speech pro-
cessing (e.g., von Kriegstein et al., 2003). Specifically, we predicted
that these differences would be enhanced for self-speech with
emotional valence relative to neutral speech, indexed by increased
P2, increased LPP, and increased recognition accuracy, reflecting
amplifying (additive) effects of each factor. This would be in line
with the increased salience of emotional stimuli (relative to neu-
tral stimuli) and of self-generated stimuli (relative to non-self
stimuli) (e.g., Conde et al., 2015; Heine et al., 1999; Herbert
et al., 2008; Watson et al., 2007). Moreover, given the self-
positivity bias reported in studies using verbal material (Heine
et al., 1999; Herbert et al., 2008; Watson et al., 2007), we expected
increased P2 and LPP, as well as increased recognition accuracy, for
self-speech with positive content relative to both neutral and neg-
ative speech.
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2. Method

2.1. Participants

Twenty healthy individuals participated in the experiment. Four
participants were excluded due to excessive artifacts leaving 16
subjects (6 females), aged between 30 and 52 years (Mean
age = 44.38, SD = 6.50), for the analyses. All participants spoke
American English as their native language, and had normal hearing
as assessed by a subjective audiometric test before the ERP exper-
iment. They were recruited from advertisements in local newspa-
pers and in the Internet, and had, on average, 15.31 years of
education (SD = 1.74). The inclusion criteria were: English as first
language; right handedness as confirmed by the Edinburgh Inven-
tory (Oldfield, 1971); no history of neurological or major medical
illness; no history of drug or alcohol abuse (American Psychiatric
Association, 2000); verbal intelligence quotient (IQ; Wechsler,
1997) above 90 (M = 107.22, SD = 21.24); no hearing, vision or
upper body impairment; no history of Axis I or II disorders as
determined by the Structured Clinical Interview for DSM-IV (Diag-
nostic and Statistical Manual of Mental Disorders, 4th Edition) for
Axis I (SCID-I – First, Spitzer, Gibbon, & Williams, 2002) and Axis
II (SCID-II – First, Gibbon, & Spitzer, 1997) disorders; no history
of Axis I disorder in first or second degree family members, as
determined by the Family History-Research Diagnostic Criteria (FH-
RDC) instrument (Andreasen, Endicott, Spitzer, & Winokur, 1977).
Before participation in the study, all participants had the proce-
dures fully explained to them and read and signed an informed
consent form to confirm their willingness to participate in the
study (following Harvard Medical School and Veterans Affairs Bos-
ton Healthcare System guidelines). Subjects were paid for their
participation.

2.2. Stimuli

Stimuli included 70 adjectives with neutral semantic valence2

(e.g., ‘‘raw”, ‘‘round”), 70 adjectives with positive semantic valence
(e.g., ‘‘beautiful”, ‘‘bright”), and 70 adjectives with negative semantic
valence (e.g., ‘‘stupid”, ‘‘sinful”) (see Appendix A and Table 1). Words
were tested for frequency (Brown verbal frequency), concreteness,
familiarity, imageability, number of phonemes, and number of sylla-
bles, based on the MRC Psycholinguistic Database (Coltheart, 2007;
http://websites.psychology.uwa.edu.au/school/MRCDatabase/uwa_
mrc.htm). Differences between word valence categories were
observed for the number of phonemes: neutral words were charac-
terized by a higher number of phonemes than negative words
(p = .018). Valence ratings were obtained from the norms for
13,915 English lemmas published by Warriner, Kuperman, and
Brysbaert (2013), and additionally validated in a previous study of
our team with a sample of 17 participants (Pinheiro, McCarley,
Thompson, Gonçalves, & Niznikiewicz, 2012). As expected, valence
scores of neutral words were higher than scores of negative words
(p < .001), but lower than scores of positive words (p < .001; valence
effect – F(2,30) = 182.06, p < .001). 210 stimuli were selected to
make up two comparable lists of neutral, positive, and negative
words (see Appendix A).

2.3. Procedure

Each subject participated in two experimental sessions. The first
session was similar for all subjects and involved the recording of
the participant’s voice.
2 The term ‘‘semantic valence” is used throughout the manuscript to indicate
neutral vs. emotional semantic content, as opposed to valence associated with
prosodic content.
2.3.1. Recording of the participant’s voice
Each participant was asked to read aloud a list of 210 adjectives

with neutral or emotional valence (self-speech condition – SS). The
words were shown in the center of a computer screen, one at a
time. Before seeing the word, participants were instructed to listen
to that same word pronounced by an unknown speaker using neu-
tral prosody. They were instructed to match the loudness and neu-
tral prosody of each target word as spoken by the speaker at
constant voice intensity (65 dB). Occasionally, participants were
instructed to repeat the word if it was not pronounced with the
desired prosody and loudness. The inclusion of a ‘‘voice-model”
aimed at reducing between-subjects variability in speech rate,
voice loudness and pitch. Recordings were made in a quiet room
with an Edirol R-09 recorder and a CS-15 cardioid-type stereo
microphone, with a sampling rate of 44,100 kHz and 16-bit quan-
tization. The electroencephalogram (EEG) was not recorded in this
stage of the study.

For the non-self speech (NSS) condition, the same 210 words
were recorded by a male (age = 43 years) or female (age = 44 years)
native speaker3 of American English unknown to the participants.
The words were spoken with neutral intonation and constant voice
intensity, following the same procedure as described above.

After the recording session, each word was segmented using
Praat software (Boersma & Weenink, 2013). First, voice stimuli
were normalized according to peak amplitude by means of a Praat
script. Acoustic noise was reduced using a Fourier-based noise
reduction algorithm (noise reduction = 14 dB; frequency smooth-
ing = 150 Hz; attack/decay time = 0.15 s) implemented in Audacity
2.0.2 software (http://audacity.sourceforge.net/). Mean pitch,
intensity and duration were subsequently compared across condi-
tions (see Table 2). There were no differences between valence
types in F0 and intensity (p > .05). However, neutral words had
shorter duration than both positive (p < .001) and negative words
(p < .001; F(4,60) = 31.149, p < .001).

2.3.2. ERP experiment
The ERP session took place at least two weeks after the record-

ing session. Four hundred and twenty adjectives were presented:
210 previously recorded by the participant, and 210 previously
recorded by someone unknown to the participant. The identity
(self/non-self) and valence (negative/positive/neutral) of speech
varied across trials, with 70 words per condition. The six combina-
tions of speech identity and valence were ordered pseudo-
randomly and presented in two lists, with the constraint of no
more than three consecutive trials of the same condition. Half of
the participants received the lists in AB sequence, and half in BA
sequence.

The experimental procedure is outlined in Fig. 1. Each partici-
pant was seated comfortably at a distance of 100 centimeters
(cm) from a computer monitor in a sound-attenuating chamber.
Participants indicated if the words were spoken in their own voice,
another person’s voice, or were unsure, via a button press on a
Cedrus response pad (RB-830, San Pedro, USA). The availability of
an ‘‘unsure” option allowed participants to make a choice between
‘‘self” and ‘‘other” with some degree of confidence, instead of a
forced choice. The letters ‘S’, ‘O’, and ‘U’ (for Self, Other and Unsure)
were presented in the middle of the screen at the end of each trial.
Buttons of the response pad were also marked with the S, O, and U
letters to minimize memory demands. Order of buttons was
counterbalanced.

Before each word onset, a fixation cross was presented centrally
on the screen for 1500 ms, and was kept during word presentation
3 For a male participant, a male control (‘non-self’) voice was used; for a female
participant, a female control (‘non-self’) voice was used.
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Table 1
Psycholinguistic and affective properties of the words included in the experiment, for each valence type.

Word valence category F, p

Neutral Positive Negative

Psycholinguistic properties Brown verbal frequencya 12.61 (24.15) 17.97 (53.51) 18.44 (100.57) 0.162, .850
Concreteness (100–700)b 165.34 (202.17) 106.87 (161.07) 111.04 (162.19) 2.400, .093
Familiarity (100–700)c 360.71 (32.64) 329.36 (281.16) 257.70 (276.35) 2.546, .081
Imageabilityd 263.76 (218.77) 248.33 (214.50) 200.59 (216.34) 1.619, .201
Number of letters 5.40 (1.43) 6.50 (1.68) 5.97 (1.48) 8.982, <.001*

Number of phonemes 4.43 (1.81) 3.76 (2.89) 3.30 (2.37) 3.921, .021**

Number of syllables 1.67 (0.72) 1.81 (0.97) 1.61 (0.82) 1.049, .352

Affective properties Valencee 5.64 (0.58) 7.34 (0.51) 2.83 (0.57) 710.108, <.001*

* p < .001.
** p < .05.
a This measure includes 14,529 entries that range from 0 to 6833 (M = 35; SD = 252).
b Values range from 100 to 700 (M = 438; SD = 120).
c Values range from 100 to 700 (M = 488; SD = 99).
d Values range from 100 to 700 (M = 450; SD = 108).
e Values range from 1 to 9 (Warriner et al., 2013). Standard deviations in parentheses.

Table 2
Acoustic properties of the voice stimuli.

Neutral Positive Negative

Duration (ms) S-M: 569.53
(23.63)
NS-M: 583.5

S-M: 607.90
(37.55)
NS-M: 628.79

S-M: 601.78
(31.42)
NS-M: 611.65

S-F: 604.50
(50.29)
NS-F: 654.75

S-F: 662.51
(57.98)
NS-F: 721.7

S-F: 643.63
(48.76)
NS-F: 703.02

Mean F0 (Hz) S-M: 117.04
(13.85)
NS-M: 110.24

S-O: 116.32
(15.01)
NS-M: 101.18

S-M: 118.30
(13.92)
NS-M: 117.89

S-F: 173.73
(16.35)
NS-F: 206.58

S-F: 169.87
(12.01)
NS-F: 211.97

S-F: 172.58
(11.67)
NS-F: 206.59

Mean Intensity
(dB)

S-M: 72.43 (3.35)
NS-M: 72.66

S-M: 72.19
(3.66)
NS-M: 71.97

S-M: 81.23
(26.84)
NS-M: 72.19

S-F: 73.65 (2.79)
NS-F: 75.86

S-F: 72.93 (2.85)
NS-F: 75.34

S-F: 73.48 (2.94)
NS-F: 75.92

Notes: S = self-speech; NS-M = non-self male speech; NS-F = non-self female speech;
standard deviations in parentheses.
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to minimize eye movements. After a 1000 ms inter-stimulus inter-
val (ISI), a question mark signaled the beginning of the response
time, i.e., for 6 s (see Fig. 1). Stimuli were presented binaurally
through headphones at a sound level comfortable for each subject,
and were not repeated during the experiment. Stimulus presenta-
tion and timing of events and recording of subjects’ responses were
controlled by Superlab Pro software package (2008; http://
www.superlab.com/). Before each experimental block, participants
were given a brief training with feedback.

2.4. EEG data acquisition and analysis

2.4.1. EEG recording procedure
The EEG was recorded with 64 electrodes mounted on a

custom-made cap (Electro-cap International, USA), according to
the expanded 10–20 system (American Electroencephalographic
Society, 1991), using Biosemi Active 2 system (Biosemi B.V., Ams-
terdam, Netherlands). The electrode offset was kept below 40 mV.
The EEG was acquired in a continuous mode at a digitization rate of
512 Hz, with a bandpass filter of 0.01–100 Hz, and stored on hard
disk for later analysis. Horizontal and vertical ocular movements
were recorded for eye movement and blink detection and rejection,
via electrodes placed on the external canthus of both eyes
(horizontal electrooculogram) and one below the left eye (vertical
electrooculogram).

2.4.2. EEG data analysis
The EEG data were processed using BrainVision Analyzer 2 soft-

ware (Brain Products, Munich, Germany). The EEG channels were
referenced offline to the average of the left and right mastoids.
EEG data were high-pass filtered with a 0.1 Hz filter. Individual
EEG epochs associated with correct responses were created for
each stimulus type (SS-neutral; SS-positive; SS-negative; NSS-
neutral; NSS-positive; NSS-negative), with �200 ms pre-stimulus
baseline and 1000 ms post-stimulus epoch. The EEG was baseline
corrected using the �200 to 0 ms prestimulus interval. The EEG
channels were corrected for vertical and horizontal eye move-
ments using the method of Gratton, Coles, and Donchin (1983).
Segments were also semiautomatically screened for eye move-
ments, muscle artifacts, electrode drifting and amplifier blocking.
EEG epochs exceeding ±100 lV were excluded from further EEG
analysis. After artifact rejection, at least 70% of the trials in individ-
ual ERPs per condition per subject entered the analyses.

Grand average waveforms to the six conditions are shown in
Fig. 2. Voice stimuli evoked clearly identifiable frontocentral N1
and P2 components, peaking at 180 ms and 240 ms, respectively,
and followed by a centroparietal LPP component with an onset of
approximately 500 ms. N1, P2 and LPP components were com-
puted by determining the mean activity on averaged waveforms
for each subject, voice identity type, semantic valence type, and
electrode sites. Mean amplitudes for N1 and P2 were computed
in time windows of 130–210 ms and 215–380 ms respectively,
centered on the component peaks (e.g., Pinheiro et al., 2014). For
the LPP component, the time window was 500–700 ms (e.g.,
Proverbio, Adorni, Zani, & Trestianu, 2009). Amplitude measure-
ments were based on the average amplitude within the specified
time windows.

2.5. Statistical analyses

The SPSS statistical software package (Version 22.0, SPSS Inc.,
Chicago, IL, USA) was used for the statistical analyses. Only signif-
icant results are presented (alpha level was set at .05).

2.5.1. ERP data
Based on a careful inspection of grand average waveforms and

topographical maps (see Fig. 2), the following electrodes were
selected for the statistical analyses: left medial (FC3, C3, CP3),

http://www.superlab.com/
http://www.superlab.com/


Fig. 1. Illustration of an experimental trial.

Fig. 2. Contrasts between self and non-self speech with neutral, positive and negative content, and grand average scalp maps showing the spatial distribution of the N1, P2
and LPP effects.
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midline (FCz, Cz, CPz), and right medial (FC4, C4, CP4). Repeated
measures analyses of variance (ANOVAs) were separately computed
for N1, P2, and LPP mean amplitude. The analysis included the
within-subjects factors of identity (SS, NSS), valence (neutral, pos-
itive, negative), and region of interest (left medial, midline, right
medial). In a separate analysis, and in order to rule out the effects
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of differences in voice acoustic properties, voice mean F04 was
added as a covariate. Significant interactions between identity and
valence were followed with repeated-measures ANOVA for self and
non-self voice stimuli separately, with the within-subjects factors
of valence and region of interest.

2.5.2. Accuracy data
Behavioral measures included recognition accuracy (correct

identification of self-speech as ‘self’ and correct identification of
non-self speech as ‘non-self’) and number of unsure responses.
The effects of identity and valence on voice recognition accuracy
and number of ‘unsure’ responses were tested separately for each
behavioral measure using a repeated-measures ANOVA with iden-
tity (self, non-self) and valence (neutral, positive, negative) as
within-subject factors. In a separate analysis, voice mean F0 was
added as a covariate.

All the analyses were corrected for non-sphericity using the
Greenhouse–Geisser method (the original df is reported). Main
effects and interactions were followed up with pairwise compar-
isons using Bonferroni correction for multiple comparisons. Effect
sizes for significant effects are reported using the partial g-square
method (partial g2).

3. Results

3.1. ERP results

Results are presented according to the following structure: first,
we present significant main effects (Hypothesis 1), and then we
describe the interaction between the two factors under study
(voice identity and semantic valence; Hypothesis 2) for each com-
ponent separately.
3.1.1. N1
3.1.1.1. Main effect. Voice identity manipulation did not yield a sig-
nificant effect (F(1,15) = 3.03, p > .05).

3.1.1.2. Interaction. The interaction between voice identity and
valence reached statistical significance (F(2,30) = 8.28, p = .001,
partial g2 = .36). We followed this interaction by computing sepa-
rate repeated-measures ANOVA that tested the effects of voice
identity for each semantic valence type, i.e. neutral, positive and
negative speech (the within-subjects factors were voice identity
and region of interest). N1 was significantly more negative for SS
than for NSS with neutral valence (identity effect – F(1,15) =
13.23, p = .002, partial g2 = .47).

The covariate was not significantly related to N1 amplitude
(F(1,14) = .30, p > .05).
3.1.2. P2
3.1.2.1. Main effects. The effects of identity (F(1,15) = 1.82, p > .05),
and valence (F(2,30) = .31, p > .05) were not significant.
3.1.2.2. Interaction. The interaction between identity and valence
reached statistical significance (F(2,30) = 3.79, p = .034, partial
g2 = .20). We followed this interaction by computing separate
repeated-measures ANOVA that tested the effects of voice identity
4 Considering that the processes under study involve self-other voice discrimina-
tion, the mean difference in F0 between each participant’s vocal stimuli and the
control voice was calculated and included in the analysis. F0 has been pointed out as a
fundamental parameter that listeners rely on to discriminate and recognize the
identity of self, familiar and unfamiliar voices (Baumann & Belin, 2010; Latinus &
Belin, 2012; Latinus, McAleer, Bestelmeyer, & Belin, 2013; Xu, Homae, Hashimoto, &
Hagiwara, 2013).
for each semantic valence type, i.e. neutral, positive and negative
speech (the within-subjects factors were voice identity and region
of interest). P2 amplitude was significantly more positive for SS rel-
ative to NSS with positive valence only (identity effect – F(1,15)
= 4.79, p = .045, partial g2 = .24).

The covariate was not significantly related to P2 amplitude
(F(1,14) = .22, p > .05).
3.1.3. LPP
3.1.3.1. Main effects. LPP amplitude was significantly more positive
for SS relative to NSS (identity effect – F(1,15) = 7.34, p = .016, par-
tial g2 = .33).
3.1.3.2. Interaction. The interaction between identity and valence
was significant (F(2,30) = 3.36, p = .048, partial g2 = .18). We fol-
lowed this interaction by computing separate repeated-measures
ANOVA that tested the effects of voice identity for each semantic
valence type, i.e. neutral, positive and negative speech (the
within-subjects factors were voice identity and region of interest).
Increased LPP for SS relative to NSS occurred only for speech with
positive (identity effect – F(1,15) = 16.83, p = .001, partial g2 = .53)
and with negative (identity effect – F(1,15) = 6.74, p = .020, partial
g2 = .31) valence.

The covariate was not significantly related to LPP amplitude
(F(1,14) = .03, p > .05).
3.2. Behavioral results

3.2.1. Number of correct responses
3.2.1.1. Main effects. Participants were similarly accurate in the
recognition of self and non-self speech (identity effect – F(1,15)
= .43, p > .05), and of neutral and emotional speech (valence effect
– F(2,30) = .17, p > .05; see Table 3).
3.2.1.2. Interaction. The interaction between identity and valence
was not significant (F(2,30) = .78, p > .05).

The covariate was not significantly related to the number of cor-
rect responses (F(1,14) = 4.00, p > .05).
3.2.2. Number of unsure responses
3.2.2.1. Main effects. No differences were found in the number of
unsure responses based on identity (F(1,15) = .64, p > .05) or
valence types (F(2,30) = .18, p > .05) (see Table 3).
3.2.2.2. Interaction. The interaction between identity and valence
was not significant (F(2,30) = .53, p > .05).

The covariate was not significantly related to the number of
unsure responses (F(1,14) = .11, p > .05).
4. Discussion

The comprehension of spoken language is a complex process
since many linguistic and non-linguistic features are embedded
in the speech signal and need to be integrated within a fraction
of a second. This study probed how speaker’s identity influenced
the processing of the semantic valence of adjectives. Our ERP
results lend support to our second hypothesis, by demonstrating
differences in the processing of speech stimuli that were depen-
dent both on identity and valence, and that occurred in spite of
similar accuracy in the recognition of both types of stimuli. The
interaction between both factors indicated that implicit verbal pro-
cessing occurred even if not explicitly required.



Table 3
Percentage of correct and unsure responses in the recognition of self and non-self
speech with neutral, positive and negative semantic content.

Identity Emotion Correct responses Unsure responses

Self Neutral 91.61 (8.52) 1.88 (2.26)
Positive 93.21 (7.48) 1.52 (1.98)
Negative 92.32 (7.84) 1.70 (2.67)

Non-self Neutral 93.04 (8.70) 2.05 (3.00)
Positive 94.02 (8.12) 0.98 (1.25)
Negative 94.11 (6.55) 1.07 (1.52)

Note: Standard deviations in parentheses.
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4.1. ERP interactive effects of voice identity and semantic valence on
distinct stages of speech processing

N1 differed as a function of voice identity, but only in the case of
neutral speech: N1 amplitude was increased for self-speech. This
finding agrees with previous studies showing that pre-recorded
self-speech (e.g., the neutral word ‘‘table”) elicited increased atten-
tional resources compared to non-self speech (e.g., Conde et al.,
2015). The significant interaction between voice identity and
valence at this early processing stage suggests that neutral words
automatically attract more attention if spoken by one’s own voice
than by an unknown voice. However, since this effect was observed
before the words’ recognition point (i.e., the point in the speech
signal in which full access to the meaning of the word takes place),
caution is required in the interpretation of the current results.

Nonetheless, it is worth noting that more recent studies suggest
that semantic processing is initiated simultaneously with percep-
tual processing (e.g., Penolazzi, Hauk, & Pulvermüller, 2007), that
the differentiation of voice signals as a function of speaker’s iden-
tity may occur before full access to the word meaning (e.g., Conde
et al., in press), and that the accurate identification of the speaker is
facilitated by linguistic knowledge (Perrachione & Wong, 2007).
These studies agree that both linguistic and nonlinguistic (e.g.,
speaker’s identity) cues are simultaneously extracted from the
same signal (e.g., Belin et al., 2011) and interact during speech pro-
cessing (e.g., von Kriegstein et al., 2003). The contribution of
valence to speaker’s identity discrimination in such an early pro-
cessing stage is in line with observations of partially dependent
processing of speech and speaker information (e.g., Perrachione &
Wong, 2007; Schweinberger, Walther, Zäske, & Kovács, 2011).
Since no voice identity differences were observed for positive
and negative speech (in spite of the fact that the same word stimuli
were presented in both identity conditions), it is plausible that the
semantic operations that start at the same time as vocal features
analysis may interfere with the discrimination of voice identity.
While we cannot exclude the possibility of a contribution from
low-level acoustic cues, we note that the analysis of covariance
showed that the N1 effects were not significantly predicted by
voice F0 variation, which plays a critical role in voice identity
recognition and discrimination (e.g., Baumann & Belin, 2010;
Latinus & Belin, 2012; Latinus et al., 2013; Xu et al., 2013). How-
ever, the role of phonetic variation in the explanation of these find-
ings should be considered. Indeed, the processing of speaker’s
identity information seems to occur independently of the particu-
lar acoustic structure of the stimuli around 300–600 ms, while
within the first 250 ms voice identity processing is dependent of
speech (Schweinberger et al., 2011). This finding suggests that
250–300 ms of continuous speech may be necessary for above-
chance identification of familiar voices (Schweinberger, Herholz,
& Sommer, 1997). Over the course of the voice signal, more non-
linguistic (e.g., speaking rate, loudness, mean F0, F0 variability)
and linguistic information is available to the listeners, which may
significantly improve both voice identity and emotion recognition
(e.g., Schweinberger et al., 1997). Therefore, later effects indexed
by the P2 and LPP may provide more relevant information about
the processes under analysis.

Interactive effects of self-relevance and valence were also
observed approximately 200 ms after speech onset, reflected in
increased P2 amplitude for self-compared to non-self speech with
positive content. This finding lends new support to the sensitivity
of the P2 component to both voice identity (Knolle et al., 2013b)
and emotion (Bernat et al., 2001; Kanske & Kotz, 2007; Kissler
et al., 2006; Schapkin et al., 2000), and corroborates the implicit
semantic activation evoked by voice processing (e.g., von
Kriegstein et al., 2003). Studies using an auditory-to-motor predic-
tion task (testing the differential processing of self-initiated vs.
externally presented sounds – e.g., Knolle et al., 2013a, 2013b) sug-
gested that the P2 component indexes the conscious detection of a
self-initiated sound (Knolle et al., 2013b). However, this type of
task differs from passively listening to self vs. non-self voice stim-
uli, such as in the current study. Studies probing the processing of
neutral and emotional words highlighted the modulatory role of
stimulus valence on P2 amplitude, with some indicating a process-
ing advantage for positive compared to neutral words, reflected in
increased P2 amplitude (e.g., Kanske & Kotz, 2007; Kissler et al.,
2006). The absence of significant main effects on the P2 component
suggest that the processing of voice identity is not independent of
semantic valence, and is compatible with previous studies that
demonstrated that the analysis of non-verbal vocal features does
not occur independently of verbal (e.g., phonological, semantic)
analysis during speech processing (e.g., von Kriegstein et al.,
2003). Again, we should note that even though these effects
occurred before full access to word meaning took place, recent evi-
dence has accumulated suggesting that semantic effects may occur
earlier than what traditional language models would hypothesize
(e.g., Kryuchkova, Tucker, Wurm, & Baayen, 2012; Pulvermüller,
Shtyrov, & Hauk, 2009; Scott, O’Donnell, Leuthold, & Sereno,
2009). These studies indicate that semantic operations start before
the word identification is complete (Penolazzi et al., 2007; Van
Berkum, Brown, Hagoort, & Zwitserlood, 2003; van den Brink,
Brown, & Hagoort, 2006; Van Petten, Coulson, Rubin, Plante, &
Parks, 1999). For example, more recently, Kryuchkova et al.
(2012) reported effects of spoken words’ valence (e.g., ‘‘poison”,
‘‘hospital”) already 150 ms after stimulus onset, before the words’
uniqueness points. Memory effects could have also conceivably
contributed to the current pattern of findings: participants may
have remembered the words they read in the recording session
and, as a result, the words were activated with minimal phonolog-
ical information. Considering the positivity bias reported in previ-
ous studies (Kanske & Kotz, 2007; Kissler et al., 2006), it is possible
that positive words (e.g., ‘‘beautiful”, ‘‘pretty”) were better remem-
bered and, as a result, elicit increased attentional capture when
spoken in one’s own voice than in another person’s voice. An alter-
native explanation is that differences in the acoustic properties of
the voice stimuli accounted for these effects. Nonetheless, the anal-
ysis of covariance suggested that this is not the case: the F0 differ-
ence between self- and non-self speech stimuli was not
significantly related to P2 amplitude.

ERP differences driven by voice identity and speech content
were also observed in a later processing stage (500–700 ms)
indexed by the LPP. As the mean words’ duration was 632.77 ms,
these effects coincided with full access to the word’s meaning. A
main effect of voice identity was reflected in more positive LPP
amplitude for self- than for non-self speech. Semantic valence –
in terms of positive vs. negative attributes – did not yield signifi-
cant effects, suggesting that words did not independently elicit
different amounts of sustained attention allocation as a function
of their emotional salience. It is plausible that the lack of differences
between neutral and emotional words, irrespective of voice
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identity, at this post-lexical processing stage is related to the nat-
ure of the behavioral task: the task was focused on perceptual dis-
crimination (‘is this my voice or somebody else’s voice?’) and did
not require explicit semantic evaluation.

However, we observed interactive effects of self-relevance and
emotion, reflected in more positive LPP for self-speech with emo-
tional valence compared with emotional non-self speech stimuli.
This ERP component has been consistently described in emotion
research (indeed, it represents the most consistent finding in ERP
emotion research – e.g., Olofsson, Nordin, Sequeira, & Polich,
2008), reflecting sustained attention that is enhanced for emotion-
ally salient compared to neutral stimuli (e.g., Hajcak, MacNamara,
Foti, Ferri, & Keil, 2013; Schupp et al., 2000). The effects of self-
relevance were found in the LPP as well. For example, larger ampli-
tudes were observed for self-generated or self-related stimuli, such
as one’s own name (e.g., Tacikowski & Nowicka, 2010), one’s own
handwritting (Chen et al., 2008), or pictures of one’s own face
(e.g., Keyes et al., 2010; Tacikowski & Nowicka, 2010). Our study
extended these observations by showing more positive LPP for
emotional self-generated words compared with the same words
spoken by an unfamiliar voice. This finding suggests that the moti-
vational value of both self- and emotional speech may impact upon
sustained attention and result in increased elaborative processing.
Together with the P2 findings, this observation is consistent with a
synergistic interaction between self-relevance and emotion. Since
enhanced LPP amplitude for emotional or self-relevant stimuli
has been taken as an index of increased attention and cognitive
processing related to stimuli with higher emotional relevance,
the larger LPP for emotional self-speech observed in our study sug-
gests additive effects of salience associated either with emotional
words and self-related stimuli. In other words, a self-relevant con-
text (‘‘my” voice) seems to enhance the processing of emotional
speech: words such as ‘‘rude” or ‘‘pretty” trigger deeper processing
if spoken in one’s own voice at a later post-lexical stage. It is plau-
sible that this reflects an attempt to determine how the words fit
with the participant’s self-concept (e.g., Watson et al., 2007). This
effect occurred in spite of the fact that the same words were pre-
sented in both identity conditions, and after controlling for the
effects of voice F0 differences.

The LPP results substantiate the claim that self-related process-
ing is somewhat ‘special’ in the brain, as previously demonstrated
by studies probing the differential processing of self- and non-self
stimuli and reporting enhanced amplitude (e.g., P300) to self-
related cues, such as one’s face (e.g., Keyes et al., 2010;
Tacikowski & Nowicka, 2010), one’s own name (e.g., Tacikowski
& Nowicka, 2010), or one’s own voice (Conde et al., 2015). These
differences have been taken as evidence for the existence of unique
mechanisms underpinning self-recognition (e.g., Sui et al., 2006).
The increased salience of emotional self-speech fits well with the
observation that the representation of self-related cues involves
neurofunctional processes that are distinct from those activated
in more general cognitive processing (e.g., Northoff et al., 2006).

Together, the ERP results lend new support to the interaction
and integration of speech and voice perception processes. Consis-
tent with our ERP findings, Perrachione andWong (2007) proposed
that the voice perception model of Belin et al. (2004) – that defends
the existence of functionally dissociable brain pathways dedicated
to the processing of voice identity, speech and affect information –
should consider a bi-directional integration of processes underly-
ing speech and voice perception.

4.2. Similarly high recognition of self and non-self speech

In spite of the ERP differences between self vs. non-self speech
processing, participants recognized both types of stimuli with
equally high accuracy. For all conditions, the accuracy rate was
over 90%, in line with more recent studies (Hughes & Nicholson,
2010; Rosa et al., 2008). This suggests that, even though hearing
a recording of our own voice is distinct from hearing the sound
of our voice when speaking, it can still be accurately recognized
(e.g., Graux et al., 2013, 2015; Hughes & Nicholson, 2010; Rosa
et al., 2008). It is possible that the higher exposure to one’s own
played-back voice due to new technologies (e.g., cell phones,
answering machines, video recordings, internet phone chatting)
has resulted in an easier recognition of self-voice (e.g., Rosa et al.,
2008). As participants were simply required to discriminate self
and non-self speech stimuli, we should note that the high perfor-
mance may represent a ceiling effect due to low task difficulty.

4.3. Caveats and future directions

One methodological issue of this study is related to the fact that
the acoustic characteristics of one’s own recorded voice are differ-
ent from those of one’s own voice as it is internally experienced,
due to differences in the means of transmission of the sound
(e.g., Maurer & Landis, 1990). Unfortunately, there is not yet a
way to account for this distortion. Furthermore, because we did
not match stimuli on familiarity (i.e., the self-voice was more
familiar than the non-self voice), it is possible that the ERP differ-
ences reflect familiarity effects rather than self-specific processing,
even though a more recent study (Graux et al., 2015) provided sup-
port for the existence of distinct brain processes underlying the
discrimination between a self-voice and a familiar voice. Future
studies should address these issues. Future studies should also
address whether similar results are obtained if a semantic task
(in which participants are instructed to judge the valence of speech
stimuli) is used instead of a perceptual task emphasizing the dis-
tinction between self and non-self speech stimuli.

Our knowledge about the processes involved in self-voice
recognition is still poorly understood. Therefore, more experiments
need to be carried out in order to increase our understanding of the
neural computations involved in sound-to-meaning transforma-
tions underlying the recognition of self vs. non-self speech with
high or low emotional salience. Ultimately, this knowledge may
contribute to our understanding of the altered neuro-functional
processes in disorders characterized by self-voice recognition and
emotional impairments, such as schizophrenia (e.g., Costafreda,
Brébion, Allen, McGuire, & Fu, 2008; Ford et al., 2001; Johns
et al., 2001) and, specifically, in elucidating clinical symptoms such
as auditory verbal hallucinations (AVH). AVH carry a rich amount
of linguistic and paralinguistic cues that convey not only speech,
but also identity and affect information (Nayani & David, 1996).
More recent evidence has suggested a link between voice process-
ing abnormalities and AVH (e.g., Heinks-Maldonado et al., 2007).
Probing which dimensions of voice processing (e.g., identity,
speech and affect information) are impaired in AVH may shed light
on the pathological mechanisms underlying specific phenomeno-
logical features of hearing voices in the absence of corresponding
external stimulation.

4.4. Conclusions

This study demonstrated interactive effects of speaker’s identity
and emotional valence during speech processing, indexed by the
N1, P2 and LPP components. The LPP effects, observed after the
words’ recognition point, indicate that the processing of spoken
emotional words is modulated by self-relevance, corroborating
the non-independent effects of emotion and self-relevance
reported by previous ERP studies (e.g., Fields & Kuperberg, 2012;
Watson et al., 2007). In other words, emotional language compre-
hension seems to be intrinsically contextualized, i.e. it depends on
the speaker (‘‘me” vs. ‘‘not me”). These findings add to existing
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studies on voice and speech perception suggesting that these two
abilities are more closely integrated than previously thought
(e.g., Perrachione & Wong, 2007).
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Appendix A

List of words used in the experiment:
Negative
 Neutral
 Positive
Abnormal
 Actual
 Adorable

Afraid
 Airy
 Alive

Angry
 Aloof
 Beautiful

Awkward
 Ample
 Blessed

Bad
 Annual
 Brave

Beaten
 Automatic
 Bright

Blind
 Average
 Brilliant

Bloody
 Basic
 Calm

Confused
 Blank
 Careful

Crazy
 Blond
 Caring

Creepy
 Blue
 Charming

Cruel
 Bold
 Clean

Damaged
 Brief
 Confident

Dead
 Broad
 Cute

Dirty
 Brown
 Divine

Dreadful
 Casual
 Elegant

Dumb
 Central
 Fabulous

Enraged
 Civil
 Faithful

Failed
 Classic
 Famous

Faulty
 Close
 Fantastic

Fearful
 Collected
 Free

Foolish
 Common
 Friendly

Furious
 Compact
 Funny

Guilty
 Constant
 Gentle

Helpless
 Cubic
 Gifted

Horrid
 Curly
 Glad

Hostile
 Daily
 Good

Ill
 Deep
 Gorgeous

Infected
 Dry
 Gracious

Inferior
 Familiar
 Grateful

Insane
 Flat
 Handsome

Jealous
 Full
 Happy

Lazy
 Herbal
 Healthy

Lonely
 High
 Honest

Lost
 Informal
 Hopeful

Mad
 Involved
 Incredible

Malign
 Large
 Inspired

Mean
 Lay
 Joyful

Messy
 Local
 Kind

Morbid
 Long
 Loved
Appendix A (continued)
Negative
 Neutral
 Positive
Nasty
 Main
 Lovely

Nervous
 Mild
 Loyal

Painful
 Mutual
 Lucky

Pathetic
 Narrow
 Magical

Poor
 Near
 Merry

Punished
 Neutral
 Nice

Rejected
 Open
 Perfect

Rude
 Overt
 Playful

Sad
 Plain
 Precious

Scabby
 Plural
 Pretty

Scared
 Private
 Protected

Selfish
 Purple
 Proud

Shabby
 Quiet
 Pure

Shamed
 Red
 Relaxed

Sick
 Regular
 Romantic

Sinful
 Related
 Safe

Sneaky
 Round
 Satisfied

Stinking
 Sharp
 Secure

Stupid
 Slim
 Sexy

Terrible
 Small
 Slender

Terrified
 Square
 Special

Tragic
 Straight
 Splendid

Ugly
 Subtle
 Strong

Unhappy
 Thick
 Super

Upset
 Tiny
 Terrific

Useless
 Usual
 Thoughtful

Violent
 Wet
 Truthful

Weak
 White
 Useful

Wicked
 Wild
 Wealthy

Wrong
 Yellow
 Wise
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