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A B S T R A C T   

Sensory suppression effects observed in electroencephalography (EEG) index successful predictions of the type 
and timing of self-generated sensory feedback. However, it is unclear how precise the timing prediction of 
sensory feedback is, and how temporal delays between an action and its sensory feedback affect perception. The 
current study investigated how prediction errors induced by delaying tone onset times affect the processing of 
sensory feedback in audition. Participants listened to self-generated (via button press) or externally generated 
tones. Self-generated tones were presented either without or with various delays (50, 100, or 250 ms; in 30% of 
trials). 

Comparing listening to externally generated and self-generated tones resulted in action-related P50 amplitude 
suppression to tones presented immediately or 100 ms after the button press. Subsequent ERP responses became 
more sensitive to the type of delay. Whereas the comparison of actual and predicted sensory feedback (N1) 
tolerated temporal uncertainty up to 100 ms, P2 suppression was modulated by delay in a graded manner: 
suppression decreased with an increase in sensory feedback delay. Self-generated tones occurring 250 ms after 
the button press additionally elicited an enhanced N2 response. 

These findings suggest functionally dissociable processes within the forward model that are affected by the 
timing of sensory feedback to self-action: relative tolerance of temporal delay in the P50 and N1, confirming 
previous results, but increased sensitivity in the P2. Further, they indicate that temporal prediction errors are 
treated differently by the auditory system: only delays that occurred after a temporal integration window 
(~100 ms) impact the conscious detection of altered sensory feedback.   

1. Introduction 

Life in a complex sensory world requires rapid distinctions between 
sensory input produced by one’s own actions and input resulting from 
the actions of others. To facilitate this process, an internal forward 
model is thought to guide perception on the basis of predictions about 
the sensory feedback to self-action (Friston, 2005; Schroger et al., 2015). 
An efference copy (Holst and Mittelstaedt, 1950; von Holst, 1954; see 
also Sommer and Wurtz, 2008 for a review) of the motor command is 
sent from the motor cortex to relevant sensory regions via the cere
bellum, supporting the computation of the predicted sensory feedback to 
self-action (Knolle et al., 2013a, 2012; Wolpert and Flanagan, 2001). 

An efficient perceptual system dissociates processing of externally 
generated sensory input from self-generated sensory feedback as the 

latter is typically highly predictable and does not signal novelty. Elec
troencephalographic (EEG) neuroimaging studies show that activity in 
sensory brain regions is suppressed in response to sensory feedback to 
self-action compared to similar input of external origin (e.g., Baess et al., 
2008; Knolle et al., 2013a). However, when sensory feedback does not 
match the predicted sensation, a prediction error signal (i.e., surprise – 
Friston, 2010) is generated, which translates into increased activity in 
the sensory cortex (e.g., Behroozmand et al., 2009; Knolle et al., 2013b). 

In event-related potential (ERP) studies, amplitude attenuation in 
response to self-generated sensory input (compared to physically iden
tical but externally generated [i.e., less predictable] input) has been 
observed in the N1 component (e.g., Baess et al., 2008; Ford et al., 
2001b; Knolle et al., 2013b, 2013a). Although less consistent, such 
attenuation is also found in the P2 component (Knolle et al., 2012, 
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2013a; 2013b). The auditory N1 (peaking approximately 100 ms [ms] 
post-stimulus onset) is generated in the primary (Heschl’s gyrus) and 
secondary (planum temporale) auditory cortices (e.g., Godey et al., 
2001; N€a€at€anen and Michie, 1979; Zouridakis et al., 1998), but may also 
receive contributions from frontal brain regions (N€a€at€anen and Picton, 
1987). In speech production1 (e.g., Ford et al., 2001a; Perez et al., 2012; 
Wang et al., 2014) or button press2 tasks (e.g., Baess et al., 2011; Knolle 
et al., 2012, 2013a), N1 amplitude modulation is attributed to the 
comparison between predicted and perceived sensory feedback: N1 
amplitude is reduced in response to sounds elicited by one’s own action 
compared to passive listening to the same sounds. However, when 
auditory feedback does not match the predicted sensation (prediction 
error), N1 amplitude is increased (Behroozmand et al., 2009; Behrooz
mand and Larson, 2011; Knolle et al., 2013b). 

Multiple neural sources contribute to the P2, including the planum 
temporale and auditory association areas (Godey et al., 2001). Tradi
tionally, the P2 (peaking approximately 200 ms post-stimulus onset) has 
been associated with attention and categorization processes (reviewed 
in Crowley and Colrain, 2004), even though its functional significance is 
less well understood. Studies probing action-sound contingencies have 
interpreted P2 attenuation as a reflection of the conscious detection of a 
self-generated sound (Knolle et al., 2013b, 2013a, 2012). When ex
pected self-generated sensory feedback is modified, suppression is 
reduced (e.g., Behroozmand et al., 2011; Knolle et al., 2013b). Differ
ences in the processing of self-generated and externally generated input 
have also been observed in middle latency responses preceding the N1 (i. 
e., approximately at 27–33 ms after sound onset; Baess et al., 2009), 
which are sensitive to the temporal regularity of a stimulus (Gor
ina-Careta et al., 2016; Leung et al., 2013). The P50 (even though not 
directly examined in the context of button press tasks) was also found to 
be sensitive to temporal stimulus predictability (Schwartze et al., 2013; 
White and Yee, 2006). 

Effects of unexpected sensory feedback (indicating a prediction 
error) were also manifested in components later than the P2: when 
sensory feedback is modified (comparing self-generated with externally 
generated tones including a 30% pitch change), enhanced N2 and P3a 
responses to the unexpected sounds seem to relate to the saliency of a 
prediction error (Knolle et al., 2013b). 

1.1. Effects of temporal predictability on sensory attenuation 

In a dynamically changing environment, acoustic features and the 
timing of sounds can be unpredictable even when these sounds are 
generated by one’s own actions. For example, when making a phone call 
from a remote hotel with an inefficient telecommunication system, the 
sensory feedback to our voice may be delayed. Efficient anticipation of 
the sensory consequences of one’s own actions requires not only a pre
cise prediction regarding the type of information conveyed by sensory 
feedback (what) but also a precise prediction of when this feedback will 
occur (Schwartze et al., 2013; Schwartze and Kotz, 2013). In auditory 
perception, temporal (when) and identity (what) predictions may be 
subserved by different neurofunctional mechanisms (Hsu et al., 2013) 
and modulate sensory processing in a different manner (Hsu et al., 
2013). Precise predictions about both type and timing of sensory feed
back may result in stronger suppression effects (Baess et al., 2008). 
However, the effects of temporal (when) prediction might occur at 
earlier stages (reflected in modulations of the N1 and P2 ERP compo
nents) than the effects of content (what) prediction (reflected in 

modulations of the P3 ERP component) (Hsu et al., 2013). 
Self-initiation provides a strong temporal cue for the sensory feed

back elicited by an action. There is limited research on how temporal 
manipulations of action-sound contingencies affect the operations of the 
internal forward model (Table 1). The existing studies using a button 
press task with fixed or variable action-feedback delays demonstrated 
that sounds occurring shortly after the action tend to be associated with 
smaller N1 amplitudes than sounds occurring with a delay after an ac
tion (see Table 1) but only if the sound frequency was also predictable 
(Baess et al., 2008). A linear decrease in the N1 suppression was re
ported with increasing fixed (i.e., predictable) delays (from 0 ms to 
100 ms with 25 ms delay increments – Oestreich et al., 2016); 0 ms vs. 
50 ms and 100 ms delay – Whitford et al. (2011) between a button press 
and a tone. However, this modulation was not observed for externally 
generated tones with the same delays. Only one study has directly 
examined suppression effects beyond the N1, reporting that the P2 
amplitude increased the larger the delay between the action and its 
sensory feedback was (Timm et al., 2016). This finding agrees with the 
observation that the P2 is more sensitive to the effects of temporal 
prediction (Sowman et al., 2012). Of note, action-feedback delays were 
associated with a reduced sense of agency, which affected the P2 but not 
the N1 component (Timm et al., 2016). 

Other studies (not included in Table 1) revealed that an action- 
related suppression of the N1 and P2 in response to self-initiated tones 
may occur independently of whether a tone onset is predictable or not. 
In other words, sensory suppression may not depend on the contingent 
relations between actions and their corresponding sensory feedback 
(Horv�ath, 2015), but rather on the temporal proximity between an ac
tion and a sound (Horv�ath et al., 2012). For example, Horv�ath et al. 
(2012) found that tones (with random onset-to-onset intervals) coin
ciding with button presses also resulted in suppressed N1 and P2 am
plitudes (but see Knolle et al., 2013a for negative findings). 
Furthermore, Baess and collaborators (2008) reported N1 suppression in 
response to self-initiated tones compared to externally generated tones 
even when the onset of sensory feedback was unpredictable; indeed, N1 
suppression was largest in the case of unpredictable compared to pre
dictable tone onset. 

Despite the fact that sensory suppression could still be observed with 
delays up to 4 s between an action and its sensory feedback (the onset of 
self-initiated sounds occurred with a fixed, thus predictable, delay: 
Schafer and Marcus, 1973), studies with tactile feedback (Blakemore 
et al., 1999) or auditory feedback in active vocal production (Behrooz
mand and Larson, 2011; Tian and Poeppel, 2015) indicate that 
action-related suppression occurs only when sensory feedback is pre
sented within 100–200 ms after the action. For example, a study of 
tactile stimulation, in which the sensation was produced either imme
diately, or 100 ms, 200 ms, or 300 ms after participants moved a robotic 
hand to produce tactile stimulation to their right hand, showed that 
salience ratings of the self-generated stimulation increased proportion
ally with increasing action-feedback delays: for the longest delay 
(300 ms), the salience of the stimulation was no different from the 
condition in which the robotic hand’s movements were externally 
generated (Blakemore et al., 1999). A time-constrained window in 
action-related sensory suppression is consistent with the proposal that 
prediction and sensory feedback integrate within 200 ms after stimulus 
onset (see Tian and Poeppel, 2015 for evidence supporting the existence 
of temporal integration windows in sensorimotor processing). Temporal 
integration is observed when two sequential stimuli occur in the same 
temporal window in sensory processing and are combined to form a 
unitary event (e.g., Mates et al., 1994; N€a€at€anen et al., 2007). Accord
ingly, perceptual changes beyond the temporal threshold (200 ms) may 
be treated as externally-generated. 

1 In speech production paradigms, brain activity in response to listening to 
self-generated speech (e.g., vocalizing/a/) is compared to brain activity in 
response to passively listening to pre-recorded speech.  

2 In a button-press paradigm, brain activity in response to a sound elicited by 
the action of pressing a button is compared to brain activity in response to an 
externally generated sound. 
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1.2. Prediction errors in response to the onset of self-generated sensory 
feedback 

The button-press studies discussed in the previous section (Table 1) 
presented mixed findings regarding how the temporal delay between an 
action and its sensory feedback affects sensory attenuation. This can be 
attributed to how temporal predictability of sensory feedback is 
manipulated. In most of these studies, the delay of self-initiated stimu
lation was fixed (i.e., predictable). Baess et al. (2008) performed a study 
that examined the effects of prediction violations regarding a 
self-generated tone onset. In this study, delays between the action and 
the sound onset were fully unpredictable (i.e., the tone could be pre
sented at any time between 500 and 1000 ms after the action). However, 
the authors did not investigate whether N1 suppression was modulated 
by the specific delays in which sensory feedback to an action occurred. 
Hence, it remains to be clarified how specific the efference copy is 
regarding the delay of expected sensory feedback. The remaining studies 
reported in Table 1 have used blocked designs to present delays whereby 
a delayed tone onset became predictable. These studies have not spe
cifically addressed ERP responses to standard self-initiated sounds 
intermixed with deviants that violate expectations about sensory feed
back. Furthermore, these studies have focused on the N1 as dependent 
variable and do not specify how manipulations of self-initiation and 
temporal predictability affect the time course of auditory processing 
beyond the N1. 

The current study probed the effects of temporal predictability on the 
processing of self-generated vs. externally generated tones. When a 

stimulus is passively presented, the sound itself becomes less temporally 
predictable. In the current study, the active condition (auditory-motor 
condition) included trials in which the action effect was also not pre
dictable in time to examine how temporal prediction errors (regarding 
the onset of sensory feedback) affect the processing of self-initiated 
tones. A previously established button-press paradigm (e.g., Knolle 
et al., 2012, 2013b) was adapted by comparing self-initiated with 
externally generated sounds, of which 30% were altered in timing. This 
allowed examining how specific temporal predictions for self-initiated 
tones are relative to externally generated tones. Specifically, we pro
bed how delayed action-feedback modulates the evolution of ERP 
components associated with the comparison of actual and predicted 
feedback (P50, N1), the conscious detection of a self-generated sound 
(P2), error detection and update of an internal forward model (N2, P3). 
Tones were presented after a button press with no delay (stand
ard/predictable condition – probability ¼ 70%) or with a variable 
50 ms, 100 ms, or 250 ms delay (deviant/unpredictable condition – 
probability ¼ 30%). These specific delays were chosen based on evi
dence suggesting that the realization of an auditory efference copy 
cannot take longer than 150–170 ms (Whitford et al., 2011, but see 
Baess et al., 2008) and that a 300 ms delay is sufficient to abolish sensory 
attenuation (Tian and Poeppel, 2012). Moreover, the chosen delays 
allow testing the temporal integration window for successive events in 
auditory feedback processing (with an estimated duration of 200 ms; 
Clunies-Ross et al., 2015; Horv�ath et al., 2007; N€a€at€anen et al., 2007; 
Wang et al., 2005). 

Our first hypothesis concerned effects of self-initiation by comparing 

Table 1 
A review of button-press studies probing the effects of modified temporal expectations on the N1 suppression to self-generated sounds.   

Sample Stimulus Delay Fixed vs. variable 
delay 

Task Dependent 
Variable 

Results 

Baess et al. 
(2008) 

n ¼ 16 (Age: 
18–31) 

Sinusoidal tone 
�50 ms 
�85 dB 
�1000 Hz (predictable 
frequency) or 400–1990 Hz 
(unpredictable frequency) 

500–1000 ms Variable 
(unpredictable) 

AMC; 
AOC; 
MOC 

N1: 
102–142 ms 
(PA) 

AMC: UND <DEL; 
AOC: UND ¼DEL; 
Suppression: UND >DEL 

Timm et al. 
(2016) 

n ¼ 17 (Age: 
18–28) 

Sinusoidal tone 
�50 ms 
�1000 Hz 

200 ms Fixed AMCa; 
AOCa; 
MOC 

N1: 80–100 ms 
(MA) 

AMC <AOC irrespective of 
delay 

P2: 
150–205 ms 
(MA) 

AMC ¼AOC; DEL >UND 

Elijah et al. 
(2016) 

Delayed training 
n ¼ 25 
Immediate training 
n ¼ 25 (Age: 
18–32) 

Sinusoidal tone 
�100 ms 
�500 Hz 
�70 dB 

100 ms Fixed AMC; 
AOC; 
MOC 

N1: 75–125 ms 
(MA) 

Delayed training: 
0 ¼ 100 ms post-training; 
decrease across training 
blocks 
Immediate training: 
0 < 100  ms at pre- and 
post-training; no change 
over time 

Oestreich 
et al. 
(2016) 

Low schizotypy 
n ¼ 41 (Age: 
18–36) 
High schizotypy 
n ¼ 39 (Age: 
18–32) 

Sinusoidal tone 
�100 ms 
�500 Hz 

25 vs. 50 vs. 75 
vs. 100 ms 

Fixed AMC; 
AOC; 
MOC 

N1: 75–125 ms 
(PA) 

Low schizotypy: 
Suppression: 0 ¼ 25; 
0 > 50; 25 > 50 ms 

Whitford 
et al. 
(2011) 

SZ n ¼ 21 
HC n ¼ 25 (Age: 
25–72) 

Syllable “ah" 
�< 300 ms 
�< 85 dB 

0 vs. 50 vs. 
100 ms 

Fixed AMC; 
AOC; 
MOC 

N1: 50–175 ms 
(PA) 

HC: 
Suppression: 0 > 50; 
50 ¼ 100 ms 
SZ: 
Suppression: 50 > 0; 
0 ¼ 100 ms 

Note: AMC ¼ tone triggered by the participant’s button press; AOC ¼ externally presented tone; UND ¼ undelayed; DEL ¼ delayed; MA ¼mean amplitude; PA ¼ peak 
amplitude; SZ ¼ schizophrenia; HC ¼ healthy controls. 
The literature review was focused on button press tasks and excluded tasks comparing vocalizing with passive listening to pre-recorded vocalizations. This was 
motivated by the fact that differences in sound perception in the AMC vs. AOC conditions (resulting from bone conduction during vocalization) could have accounted 
for N1 amplitude differences, obscuring the interpretation of the findings. Therefore, the table only includes studies in which the same sounds were presented in the 
active and passive conditions: only the delay between an action and its feedback onset was manipulated. 

a a) illusion (adaptation phase: fixed 200 ms delay; test phase: no delay); b) real-time (adaptation phase: no delay; test phase: no delay); c) delayed-time control 
(adaptation phase: fixed 200 ms delay; test phase: fixed same delay); d) deviant control (adaptation phase: fixed 400 ms delay; test phase: fixed 200 ms delay). 
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ERP responses to self-vs. externally generated tones. Following prior 
studies (Knolle et al., 2013a, 2013b, 2012), we hypothesized that sounds 
presented with no delay after the button press (i.e., fully predictable 
onset time) should result in suppressed N1 and P2 responses, as pre
dictions regarding onset time are fulfilled. Consistent with other studies, 
we expected to also observe sensory suppression to self-initiated tones in 
ERP components preceding the N1 (Baess et al., 2009). 

Our second hypothesis concerned effects of action-feedback delay 
(temporal prediction errors) on sensory suppression. On the one hand, if 
the representation of the to-be-predicted sensation contains precise in
formation about the onset of feedback, the suppression effect should be 
larger for specific predictions (i.e., non-delayed tone onset). As the 
sensory feedback deviates from the prediction of the internal forward 
model (by increasing the delay between the action and its sensory 
consequences), the error between predicted and perceived sensory 
feedback should increase, resulting in decreased N1 suppression. On the 
other hand, considering prior studies showing that sensory suppression 
relies on self-initiation more than on a precise temporal prediction about 
stimulus onset (Baess et al., 2008), sensory suppression should still be 
observed for self-generated tones presented with a 50 ms or 100 ms 
delay after the button press but far less with a 250 ms delay (that is, 
beyond the threshold of the temporal integration window of prediction 
and feedback [~200 ms] – e.g., Tian and Poeppel, 2015). This would be 
consistent with the idea that the internal forward model tolerates some 
degree of uncertainty in the timing of sensory feedback. However, 
beyond the temporal integration window (~200 ms), the auditory sys
tem should become more responsive to feedback that is not accurately 
predicted by the efference copy from the motor system (250 ms delay) 
and that is treated as unrelated to the action. Based on evidence sug
gesting that the P2 is more sensitive to the effects of temporal prediction 
(Sowman et al., 2012), we hypothesized an increase of the P2 amplitude 
the longer the delay between the action and its sensory consequences is. 

Furthermore, if specific temporal predictions are generated but 
violated, the prediction error should be reflected in reduced sensory 
suppression after a deviant self-generated tone onset (N1, P2) as well as 
in enhanced ERP responses related to error detection, such as the N2 
(Knolle et al., 2013b), reflecting the saliency of a self-generated deviant. 

2. Method 

2.1. Participants 

Twenty-one college students (15 females) participated in the study 
(Mage ¼ 22.7, SD ¼ 2.77 years; age range 19–29 years). Participants 
were all right-handed (Oldfield, 1971), reported normal or corrected-to- 
normal visual acuity, normal hearing, no history of neurological illness, 
no personal history of psychiatric disorder or in first degree relatives, no 
present medication for a clinical condition that could affect EEG 
morphology or have neurological and/or cognitive functioning conse
quences. Before the EEG experiment, a brief clinical assessment ruled 
out the presence of psychopathological symptoms (Brief Symptom In
ventory – Canavarro, 1999). None of the participants had total scores 
that indicated the presence of such symptoms. 

All participants provided informed consent and were reimbursed for 
their time, either by course credits or a 10 € voucher. The study was 
conducted in accordance with the Declaration of Helsinki and was 
approved by the local Ethics Committee of the University of Minho, 
Braga (Portugal). 

2.2. Stimuli 

A 680 Hz tone with 50 ms duration (Knolle et al., 2013b) was 
generated using Praat software (Boersma and Weenink, 2013). Tones 
were presented at ca. 70 dB sound pressure level via headphones 
(Sennheiser CX 300-II). 

2.3. Procedure 

In the EEG experiment each participant sat comfortably at a distance 
of about 1 m from a desktop computer monitor in a sound-attenuated 
and electrically shielded room. Each experimental session comprised 
three conditions (following Knolle et al., 2012, 2013b; 2013a): 
auditory-motor (AMC), auditory-only (AOC), and motor-only (MOC), 
described below and illustrated in Fig. 1. The three experimental blocks 
were preceded by a training block. 

Motor Training: Participants practiced tapping every 2.4 s (sec) by 
imitating the interval played back by a metronome. Then, they were 
instructed to tap the sound sequence themselves. Visual feedback was 
displayed on the screen when their tap was too slow (>3 s) or too fast 
(<1.8 s). They had to produce the correct tap timing for 75% of trials 
(n ¼ 50 trials) before they proceeded to the experimental session. 

Auditory-Motor Condition (AMC): Participants produced finger taps 
approximately every 2.4 s (n ¼ 280 standard/non-delayed and 120 
deviant/delayed sounds), and each elicited a tone presented via head
phones. In 30% of the trials the tone was presented with either a 50 ms 
(D50), 100 ms (D100), or 250 ms (D250) delay after the button press 
(n ¼ 40 trials in each delayed condition). This percentage was chosen to 
increase the predictability of the standard (non-delayed – D0) sound and 
to ensure that the delayed sounds were perceived as deviants. The delay 
conditions were pseudorandomized with the constraint of a maximum of 
two deviant sounds of the same type presented before a new deviant 
type. The acoustic stimulation from the AMC was recorded on-line and 
used as the auditory sequence that was passively presented to partici
pants in the AOC. This ensured that the sequence of sounds (and inter- 
sound intervals) was the same in the two critical conditions (AMC vs. 
AOC). 

Auditory-Only Condition (AOC): Participants were instructed to listen 
attentively to the auditory stimuli played back at the exact same timing 
recorded from the AMC condition. 

Motor-Only Condition (MOC): Participants performed self-paced 
finger taps every 2.4 s (n ¼ 100 trials), but no sound was induced via 
the tap. The MOC served as a control condition that allowed monitoring 
of motor-related artifacts associated with the button press (AMC-MOC). 

The AMC always preceded the AOC but the presentation of the MOC 
was randomized across participants. The presentation and timing of the 
stimuli was controlled by Presentation software (version 16.3; Neuro
behavioral Systems, Inc.). A BioSemi tapping device was used to record 
the finger taps. 

2.4. EEG data acquisition and analysis 

EEG data were recorded using a 64-channel BioSemi Active Two 
system in continuous mode at a digitization rate of 512 Hz and stored on 
hard disk for later analysis. 

Using Brain Vision Analyzer 2 (version 2.1.1.2516), EEG data were 
first re-referenced to the average reference and then band-pass filtered 
with a 0.1–90 Hz filter (zero phase shift Butterworth filters; low cutoff: 
0.1 Hz, order 2; high cutoff: 30 Hz, order 2) for the analysis of N1 and 
later components. A more restrictive filter is usually recommended for 
the examination of early components preceding the N1 (Patterson et al., 
2008). Following these suggestions, we applied a bandpass filter of 
10–50 Hz (zero phase shift Butterworth filters; low cutoff: 10 Hz, order 
8; high cutoff: 30 Hz, order 8) in a separate analysis probing P50 effects, 
following previous studies (Patterson et al., 2008; Rentzsch et al., 2008). 
However, we should note that, even though applying high-pass filters 
results in an improved signal-to-noise ratio, excessive filtering may also 
result in prominent signal distortions (Widmann et al., 2015). Hence, 
caution is warranted in data interpretation. The steps described next 
were the same for both types of analyses. 

Individual ERP epochs (time-locked to sound onset), with -100 ms 
pre-stimulus baseline and 500 ms post-stimulus, were created for each 
condition. Tapping intervals shorter than 1.8 s or longer than 3.0 s were 
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treated as errors, and the corresponding EEG recordings were excluded 
from further analyses (following Knolle et al., 2013a, 2013b). The EEG 
was baseline corrected using a -100 to 0 ms pre-stimulus interval. The 
vertical EOG was derived by subtracting the activity measured at an 
electrode positioned below the left eye from an electrode positioned 
above it. The horizontal EOG was derived by subtracting the activity 

measured at electrodes placed at the outer canthi of the eyes. Ocular 
artifacts were corrected using the algorithm of Gratton et al. (1983). EEG 
epochs with amplitudes exceeding�100 μV were rejected (mainly due to 
muscle artifacts, electrode drifting, and amplifier blocking). After arti
fact rejection, at least 75% of the segments per condition entered the 
analyses. Conditions did not differ in the number of non-rejected epochs 

Fig. 1. Schematic illustration of the experimental design. Self-generated tones were presented immediately after the button press (D0: standard self-triggered tones – 
70% of probability) or with a delay (D50, D100, D250: deviant self-generated tones – 30% of probability). 

Fig. 2. The P50 response to self-generated and externally generated tones at each delay (D0, D50, D100, D250).  
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(p > .05). Grand average waveforms were generated for each condition. 
Motor activity was subtracted from the AMC (corrected AMC [cAMC]) 
following prior studies (e.g., Baess et al., 2011; Elijah et al., 2016; Ford 
et al., 2014; Oestreich et al., 2016; SanMiguel et al., 2013). This allowed 
the comparison of sensory activity elicited in the AMC and AOC. All 
subsequent references to the AMC condition refer to the AMC condition 
after the MOC condition was subtracted (cAMC). To allow an equal 
distribution of the number of trials across conditions, only the 
non-rejected D0 trials preceding a given delay trial were included in the 
averages. 

Visual inspection of the grand average waveforms (Figs. 2–4) 
revealed effects of the experimental manipulations in four components: 
a positive component peaking approximately 50 ms post-stimulus onset 
(P50), a negative component peaking at approximately 100 ms (N1), a 
positive component peaking at approximately 200 ms (P2) and a nega
tive component peaking approximately at 280 ms (N2). Contrary to a 
prior study probing the effects of content prediction violations (unex
pected pitch changes in the feedback) using a button-press task (Knolle 
et al., 2013b), the current grand average waveforms did not show a 
reliable P3 effect. Mean amplitudes were calculated for time windows 
lasting from 35 to 75 ms (P50), 80–120 ms (N1), 160–200 ms (P2) and 
260–300 ms (N2), which broadly fit the latency windows used for the 
analysis of the same ERP components in prior studies (e.g., Knolle et al., 
2013b; Mifsud and Whitford, 2017; Oestreich et al., 2016; Pinheiro 
et al., 2018; Rentzsch et al., 2008; Timm et al., 2016). 

2.5. Statistical analysis 

Following the inspection of the grand average waveforms (Figs. 2–4), 
and considering the typical frontocentral (N1 – Timm et al., 2013; N2 – 
Folstein and Van Petten, 2008) or central (P2 – Timm et al., 2013; N2 – 
Knolle et al., 2013b; N€a€at€anen and Gaillard, 1983) topography of the 
expected ERP components, P50, N1, and N2 mean amplitudes were 
obtained from frontal (F3/Fz/F4) and frontocentral (FC3/FCz/FC4) 
electrodes, whereas P2 mean amplitude was obtained from central 
(C3/Cz/C4) electrodes. 

Linear mixed effects models were built to fit the ERP amplitudes per 
participant and condition in each time-window of interest, using the 
lmer4 (Bates et al., 2015b) and lmerTest (Kuznetsova et al., 2016) 
packages in the R environment (R3.4.3. GUI 1.70). In contrast to the 
more traditional repeated-measures ANOVA analysis, mixed-effects 
modeling allows controlling for the variance associated with random 
factors such as random effects for participants in ERP amplitude (Baayen 
et al., 2008). Considering that mixed-effects modeling avoids spurious 
effects, can lead to more efficient estimates and has more power 
compared to traditional repeated-measures ANOVA (Bagiella et al., 
2000; Boisgontier and Cheval, 2016; Jaeger, 2008), its use has been 
increasingly recommended in psychophysiology for the analysis of 
repeated-measures experiments (e.g., Bagiella et al., 2000). The default 
variance-covariance structure, i.e. the unstructured matrix, was used 
(Bates et al., 2015a). ERP signals from each participant were averaged 
across trials before they were included in the model due to the low 
signal-to-noise ratio of single-trial EEG data. The models included con
dition (cAMC vs. AOC), delay (D0, D50, D100, D250), and electrodes as 

fixed effects. Random effects terms included the subject-specific random 
intercepts and random slopes. The Satterthwaite approximation was 
applied to the REML-fitted models, which is preferred when evaluating 
significance in mixed-effects models (Luke, 2017).3 The anova function 
from lmerTest (Kuznetsova et al., 2016) was used to provide p-values for 
each factor, calculated from the F statistic. Only significant effects 
(p < .05) are reported. 

3. Results 

3.1. Tapping performance 

In the cAMC, the average tapping interval was 2364.85 ms 
(SD ¼ 214.49 ms), with an overall correctness of 90.93% (SD ¼ 8.85%), 
not differing from normal distribution (Kolmogorov-Smirnov test, 
p > .05). In the MOC, the average tapping interval was 2514.47 ms 
(SD ¼ 478.44 ms), with an overall correctness of 79.76% (SD ¼ 25.86%), 
not differing from normal distribution (p > .05). 

3.2. ERP results 

ERP waveforms showing ERP effects in the 4 cAMC and AOC con
ditions are presented in Figs. 2–4. Amplitude differences between the 
cAMC and AOC conditions (M�SEM) for each delay are presented in 
Fig. 5. Grand average waveforms contrasting MOC and AMC are shown 
in Supplementary Fig. 1. 

3.2.1. Delayed action-feedback effects and the P50 
The level of suppression was significantly affected by the type of 

delay (condition � delay interaction - F (3, 979) ¼ 15.348, p < .001). 
Amplitude was less positive (i.e., suppressed) in response to self- 
generated (cAMC) than to externally generated (AOC) tones in the D0 
(β ¼ 0.181, SE ¼ 0.057, t (979) ¼ 3.144, p ¼ .002; 95% CI: [0.068, 
0.293]) and D100 delay conditions (β ¼ 0.127, SE ¼ 0.057, t 
(979) ¼ 2.211, p ¼ .027; 95% CI: [0.014, 0.239]; Figs. 2 and 5). In 
contrast, the P50 was increased (i.e., not suppressed) in response to self- 
initiated tones presented 50 ms (D50 – β ¼ -0.212, SE ¼ 0.057, t 
(979) ¼ -3.684, p < .001; 95% CI: [-0.324, -0.099]) or 250 ms (D250 – 
β ¼ -0.181, SE ¼ 0.057, t (979) ¼ -3.144, p ¼ .002; 95% CI: [-0.293, 
-0.068]) after the button press. 

3.2.2. Delayed action-feedback effects and the N1 
As predicted, N1 suppression was affected by the type of delay 

(condition � delay interaction - F (3, 979) ¼ 11.069, p < .001; Figs. 3 
and 5). N1 was suppressed in response to self-initiated tones but only 
when they were presented up until 100 ms after the button press (D0 – 
β ¼ 0.974, SE ¼ 0.346, t (979) ¼ 2.818, p ¼ .005; 95% CI: [0.297, 1.651]; 
D50 – β ¼ 1.228, SE ¼ 0.346, t (979) ¼ 3.555, p < .001; 95% CI: [0.551, 
1.906]; D100 – β ¼ 1.968, SE ¼ 0.346, t (979) ¼ 5.696, p < .001; 95% CI: 
[1.291, 2.645]). However, a reversed pattern was observed when tones 
were presented 250 ms after the button press: self-generated tones eli
cited an increased N1 amplitude compared to externally generated tones 
(β ¼ -0.974, SE ¼ 0.346, t (979) ¼ -2.818, p ¼ .005; 95% CI: [-1.651, 
-0.297]). 

3 Multilevel models incorporate in the same model the estimation of all pa
rameters, analyzing them in parallel while relying on partial pooling. By more 
adequately modelling the within-group correlation structure of errors, they 
provide better estimates than classic multiple comparison corrections (Gelman 
et al., 2012; Gelman and Hill, 2007). The Satterthwaite approximation for de
grees of freedom is not very susceptible to sample size and provides acceptable 
Type error I rates even when small samples are tested. Hence, besides the 
partial pooling underlying multilevel modelling, a non-sensitive p-value esti
mation was computed, both contributing to more reliable estimates in the 
current study (see also Supplementary Material). 
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3.2.3. Delayed action-feedback effects and the P2 
The effect of condition interacted with delay (F (3, 476) ¼ 18.340, 

p < .001; Figs. 4 and 5). P2 amplitude in response to self-generated tones 
increased as a function of delay, but not in response to externally 
generated tones (in the AOC, the effect of delay was not significant - F (3, 
228) ¼ 1.757, p ¼ .156). A gradual increase in P2 amplitude was 
observed for self-initiated compared to externally triggered tones as a 
function of the action-tone delay (D50 – β ¼ 1.678, SE ¼ 0.769, t 
(476) ¼ 2.182, p ¼ .030; 95% CI: [0.171, 3.184]; D100 – β ¼ 2.021, 
SE ¼ 0.769, t (476) ¼ 2.629, p ¼ .009; 95% CI: [0.514, 3.528]; D250 – 
β ¼ 5.541, SE ¼ 0.769, t (476) ¼ 7.208, p < .001; 95% CI: [4.034, 
7.048]). 

Specifically, for sounds that were elicited by a button press, the P2 
was increased in the D250 compared to D0 delay (β ¼ 5.541, SE ¼ 0.769, 
t (476) ¼ 7.208, p < .001; 95% CI: [4.034, 7.048]), D50 delay 
(β ¼ 3.864, SE ¼ 0.769, t (476) ¼ 5.025, p < .001; 95% CI: [2.357, 
5.370]) and D100 delay (β ¼ 3.520, SE ¼ 0.769, t (476) ¼ 4.579, 
p < .001; 95% CI: [2.013, 5.027]). P2 was also more positive in the D100 
compared to D0 delay (β ¼ 2.021, SE ¼ 0.769, t (476) ¼ 2.629, p ¼ .009; 
95% CI: [0.514, 3.528]) and in the D50 compared to D0 delay 
(β ¼ 1.678, SE ¼ 0.769, t (476) ¼ 2.182, p ¼ .030; 95% CI: [0.171, 
3.184]). 

Fig. 3. Grand average waveforms (at FCz) contrasting ERP responses to self-generated and externally generated tones at each delay (D0, D50, D100, D250). Heat 
maps illustrating the topographical distribution of the N1 effect are shown for each delay. 

Fig. 4. The P2 and N2 responses to self-generated and externally generated tones in each delay (D0, D50, D100, D250). Heat maps illustrating the topographical 
distribution of the P2 and N2 effects are shown for each delay. 
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3.2.4. Delayed action-feedback effects and the N2 
Condition interacted with delay in modulating N2 amplitude (F (3, 

979) ¼ 6.692, p < .001). Self-generated and externally generated sounds 
were processed differently in the D250 delay condition only (β ¼ -1.512, 
SE ¼ 0.363, t (979) ¼ -4.165, p < .001; 95% CI: [-2.223, -0.800]; Figs. 4 
and 5): amplitude was more negative for self-generated compared to 
externally generated tones. The N2 elicited by tones presented 250 ms 
after the button press was significantly more negative than in the other 
delay conditions (D0 – β ¼ -1.512, SE ¼ 0.363, t (979) ¼ -4.165, 
p < .001; 95% CI: [-2.223, -0.800]; D50 – β ¼ -1.238, SE ¼ 0.363, t 
(979) ¼ -3.410, p < .001; 95% CI: [-1.950, -0.526]; D100 – β ¼ -1.100, 
SE ¼ 0.363, t (979) ¼ -3.029, p ¼ .003; 95% CI: [-1.811, -0.388]). 

4. Discussion 

The current study aimed to specify the flexibility of the efference 
copy regarding the onset of sensory feedback to self-generated action. 
Further, it examined how manipulations of the onset delay, leading to 
prediction errors, affect distinct stages of auditory processing. We 
replicated the sensory suppression effect reported in prior studies (Baess 
et al., 2011; Knolle et al., 2013b, 2013a; 2012; Timm et al., 2016): 

self-generated tones elicited a significantly smaller N1 response than 
externally generated tones. We extended this evidence by showing 
suppression effects arising before the N1, starting within 50 ms 
post-feedback onset (P50). In the P2 latency range, sound processing 
became sensitive to delay differences between an action and its sensory 
feedback: P2 amplitude increased proportionally to the size of the delay 
of self-generated tones. 

Our findings also indicate that temporal predictions regarding the 
onset of a self-generated tone are somewhat flexible: self-generated 
deviant sounds presented 100 ms after an action elicited a significant 
P50 and N1 sensory suppression. Contrary, self-generated sounds pre
sented 250 ms after an action did not lead to N1 and P2 suppression, but 
elicited a N2 response associated with the conscious detection of an 
error due to delayed sensory feedback (Fig. 6). In the following we 
discuss these findings chronologically. 

4.1. Predicted and perceived sensory feedback: P50 and N1 effects 

Sensory suppression started before the N1 as indicated by a sup
pressed P50 response to self-generated tones presented concomitantly 
with the button press. Suppression effects occurring approximately at 

Fig. 5. ERP amplitude differences between the cAMC 
and AOC conditions (for the P50 and P2, negative 
values represent a less positive amplitude for the 
cAMC compared to AOC, whereas positive values 
represent a more positive amplitude for the cAMC 
compared to AOC; for the N1 and N2, negative values 
represent more negative amplitude for the cAMC 
compared to AOC, whereas positive values represent 
less negative amplitude for the cAMC compared to 
AOC) for each delay. Bars represent mean amplitudes 
over FCz in the case of P50, N1 and N2, and over Cz in 
the case of P2. Standard error (SE) of the means is 
shown in error bars.   

Fig. 6. Schematic illustration of the effects of self- 
initiation and action-feedback delays in the current 
study. The effects of self-initiation were more promi
nent within the first 150 ms post-tone onset (grey: 
P50, N1), whereas the P2 was particularly sensitive to 
the timing of sensory feedback for action (red). Tones 
presented with the longest delay (250 ms) after the 
action (blue) elicited an additional negativity (N2): 
N2 was more negative for self-generated compared to 
externally generated tones. D0 ¼ 0 ms delay; 
D50 ¼ 50 ms delay; D100 ¼ 100 ms delay; 
D250 ¼ 250 ms delay. (For interpretation of the ref
erences to colour in this figure legend, the reader is 
referred to the Web version of this article.)   
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50 ms after a tone onset have been reported in the context of gating 
paradigms (Boutros and Belger, 1999) as well as in studies that 
manipulated the temporal predictability of sounds (Schwartze et al., 
2013; White and Yee, 2006). The latter studies confirmed a decreased 
P50 for more predictable than less predictable sounds (Schwartze et al., 
2013; White and Yee, 2006). Further, a prior study using a button press 
paradigm (with no manipulations of temporal predictability) reported 
an attenuation already in the middle latency range (Pa, Nb), occurring at 
27–33 ms and 57–63 ms respectively (Baess et al., 2009). The current 
findings suggest that sensory feedback to a self-action starts within 
50 ms after a sound onset, a time-window spanning brainstem and 
thalamic levels of sound processing (e.g., Grimm and Escera, 2012). 
These earlier effects align with a hierarchical predictive coding view 
that postulates an interplay between stimulus-driven (forward) and 
model-driven (backward) connections from the earliest stages of feed
back processing (e.g., Grimm and Escera, 2012). 

Contrary to our prediction, the P50 was not suppressed, but 
enhanced, when sounds were presented 50 ms or 250 ms after the button 
press. The lack of P50 suppression for the two delay conditions confirms 
that the auditory system is sensitive to the temporal predictability of a 
sound from early processing stages of auditory information in the human 
brain onwards (Baess et al., 2009; Schwartze et al., 2013; White and Yee, 
2006). However, the enhanced P50 response to self-initiated tones 
presented 50 ms after the button press seems counterintuitive consid
ering that these same tones were associated with a suppressed N1 
response. Future studies should clarify why attenuation in the process
ing of delayed self-initiated sounds was observed only when tones are 
presented 100 ms after the button press. Considering that restrictive 
high-pass filters may introduce prominent signal distortions not only on 
the temporal dynamics but also on component topographies and 
morphology (e.g., reduced peak amplitude; see Widmann et al., 2015), 
the P50 findings (suppressed P50 when tones are presented 100 ms after 
the button press [cAMC <AOC] and enhanced P50 when tones are 
presented 50 or 250 ms after the button press [cAMC >AOC]) should 
thus be interpreted with caution. 

The N1 findings replicate the classical sensory suppression effect: 
self-generated tones elicited a smaller N1 response than externally 
generated tones. This finding corroborates the notion that the efference 
copy of motor commands contains timing-specific information (i.e., 
when sensory feedback to self-action should occur). This was previously 
seen in suppression effects in unisensory processing (Schwartze et al., 
2013). Critically, N1 suppression was still observed when self-generated 
sounds were presented with a delay of 50 or 100 ms after the button 
press (D50 and D100). However, the N1 suppression effect was elimi
nated with a delay of 250 ms after the button press. 

Contrary to the hypothesis that the specificity of temporal prediction 
would be inversely related to the amount of neural suppression, we did 
not observe a stronger suppression effect for those predictions that were 
temporally more precise (i.e., standard self-generated tones presented 
with no delay compared to deviant tones presented with a 50 ms or a 
100 ms delay). The suppression effect observed in response to sounds 
presented with a 50 ms or 100 ms delay after an action speaks against 
the hypothesis that the suppression effect primarily reflects the coin
ciding button press rather than a prediction effect of when a sound 
should occur (Elijah et al., 2016; Horv�ath et al., 2012; Oestreich et al., 
2016). This observation concurs with some degree of flexibility when 
sensory suppression occurs in auditory regions, where the sensory N1 
subcomponents are thought to be generated (Woods, 1995). The effer
ence copy of motor commands is thought to be temporally specific, 
resulting in cancellation of neural responses to auditory feedback that is 
temporally more predictable due to one’s own action. Notwithstanding, 
the internal forward model may tolerate some degree of uncertainty 
regarding stimulus onset characteristics (Baess et al., 2008; Lange, 
2011). This may occur because inflexibly precise predictions may be 
disadvantageous for extracorporeal sensory feedback to actions (e.g., 
tones) due to the high variance or noise in their sensory outcome 

(Gentsch et al., 2012) and to avoid unnecessary motor correction (Tian 
and Poeppel, 2015). 

Studies using speech production vs. passive listening showed that 
sensory suppression occurs when sensory feedback is presented within 
200 ms of a vocalization (Behroozmand and Larson, 2011), which agrees 
with the current findings. The 200 ms window after the button press 
seems to be critical for action-sound integration (corresponding to the 
temporal window of integration in auditory perception – e.g., Horv�ath 
et al., 2007; N€a€at€anen et al., 2007; Wang et al., 2005). The temporal 
distance between prediction and feedback was found to modulate the N1 
amplitude. Consistent with the current findings, Okayasu and collabo
rators (Okayasu et al., 2019) observed that bone-conducted ultrasounds 
are bound within a temporal integration window with a stimulus onset 
asynchrony (SOA) of 100–150 ms, but are perceived as separate events if 
the SOA has a 200 or 350 ms duration. Similar effects of reduced 
attenuation to action-feedback delays longer than 200 ms were observed 
in tactile processing (Blakemore et al., 1999) and auditory processing 
using speech generation paradigms (Tian and Poeppel, 2015). 

4.2. Detection of a self-generated sound: P2 effects 

N1 and P2 suppression effects are functionally dissociable (e.g., N1 
suppression, but not P2 suppression, is affected in cerebellar patients – 
Knolle et al., 2012, 2013a). Even though suppression effects observed in 
the P50 and in the N1 were not further modulated by specific differences 
in the action-feedback delay (i.e., the difference observed was between 
any tone presented within 100 ms or after 100 ms following an action), 
the P2 findings revealed a graded response. Specifically, P2 amplitude 
increased with longer delays between the button press and the respec
tive sensory feedback. Imposing a 250 ms delay may have caused the 
self-generated feedback to be processed in the same way as input 
generated by an external source (i.e., decreasing the sense of agency). 
Importantly, even though the timing of externally generated tones was 
the same as for self-generated tones, the effect of the delay was not 
significant in the case of the former (condition by delay interaction), 
which suggests that the auditory system is more responsive to pertur
bations in the timing of sensory feedback to action compared to passive 
listening. The current findings agree with an enhanced P2 response 
when the timing of auditory feedback was unpredictable (Behroozmand 
et al., 2016; Chen et al., 2012). 

In studies using the button press paradigm, P2 reduction has been 
linked to conscious detection of a self-initiated sound (Knolle et al., 
2013b, 2013a, 2012) and to be more directly related to behavioral 
indices of agency perception (Timm et al., 2016). For example, in pre
vious studies the perceived saliency of self-generated tactile stimulation 
increased with an increasing delay between an action and sensory 
feedback (Blakemore et al., 1999). The temporal proximity between the 
action (button press) and the sound is a relevant cue for agency attri
bution. Increased P2 for self-initiated sounds presented 250 ms after the 
button press may thus reflect decreased agency attribution or the 
conscious detection that these sounds were not self-generated (Knolle 
et al., 2013b; Sowman et al., 2012). The P2 increase may serve an 
adaptive function leading to updates of the internal model and action 
correction (e.g., Behroozmand et al., 2011). 

The enhanced delay sensitivity of the P2 suggests that, whereas the 
N1 may monitor the suppression effect of the efference copy, the P2 
reflects the suppression effect of self-initiation that is contingent on the 
temporal proximity between an action and sensory feedback (Sowman 
et al., 2012). It should be noted that the delay effects tested here and in 
previous studies may be modality- and stimulus-specific (Mifsud and 
Whitford, 2017). 

4.3. Voluntary error detection: N2 effects 

Next to the reduced suppression effect observed in the P50, N1 and 
P2 components, sensory feedback at a 250 ms delay elicited a larger N2 
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to self-generated than externally generated tones. This N2 enhancement 
has been associated with voluntary deviance detection (Knolle et al., 
2013b). Specifically, the N2 has been related to the conscious detection 
of an infrequent variation of stimulus properties (Horv�ath et al., 2008; 
Ritter et al., 1992) and may lead to more efficient processing given that 
more processing resources are activated (Knolle et al., 2013b). In a 
previous study using a button-press paradigm, the N2 was more 
enhanced for self-generated than externally generated tones, which was 
interpreted as evidence that unexpected sensory feedback is salient, 
leads to conscious error awareness, and calls for enhanced resources 
allocation (Knolle et al., 2013b). This indicates that, in this context, the 
perturbation of a temporal prediction becomes salient only when tones 
are presented with a 250 ms delay. It should be noted that self-generated 
tones with such a delay did not elicit attentional orienting (as previously 
observed for self-generated tones with infrequent pitch changes – Knolle 
et al., 2013b), which would lead to a P3a response. This represents 
further support for the notion that content (what) and temporal (when) 
predictions are subserved by different neurofunctional mechanisms 
(Hsu et al., 2013). 

4.4. Implications for current accounts of error processing in the brain 

Generally, a prediction error is defined as the difference between a 
predicted and the incoming sensory signal. This difference reflects the 
level of surprise arising from the comparison of expected and actual 
outcomes (Friston, 2010). Different types of prediction errors have been 
proposed, namely perceptual, cognitive, and motivational prediction 
errors (Den Ouden et al., 2012). The type of prediction error addressed 
in the current study fits the category of perceptual prediction errors. 

According to the free energy principle (e.g., Friston, 2009), the 
amount of prediction error is proportional to the amount of surprise in 
response to sensory input that cannot be explained by an internal for
ward model. Only the difference between prediction and incoming input 
is thought to be transmitted to higher cortical areas (Wacongne et al., 
2011). ERP components with a distinct latency have been found to 
respond to prediction violations in various tasks, including the MMN 
(peaking approximately at 100–200 ms post-stimulus onset; e.g., 
Wacongne et al., 2011), P300 (peaking approximately at 300 ms 
post-stimulus onset; e.g., Van Petten and Luka, 2012; Wacongne et al., 
2011), N400 (peaking approximately at 400 ms post-stimulus onset; Van 
Petten and Luka, 2012), or P600 (peaking approximately at 600 ms 
post-stimulus onset; e.g., Van Petten and Luka, 2012). These ERP com
ponents might to various degrees index the difference between the ex
pected and actual incoming sensory signal at multiple processing stages 
(Kiebel et al., 2008; Wacongne et al., 2011), consistent with the obser
vation that the coding of prediction errors is ubiquitous in the brain (Den 
Ouden et al., 2012). 

The current findings agree with the notion that the detection of 
prediction errors appears to be organised in several stages, and that the 
prediction error that arises at a given stage may serve as the input to the 
next one (e.g., Wacongne et al., 2011). Additionally, they suggest that 
different action-feedback delays may vary the degree of a prediction 
error (or its distinct precision), with a differential impact upon evoked 
potentials indexing distinct stages of error processing. 

4.5. Limitations and future directions 

In the current study, motor activity was subtracted from the AMC 
(cAMC). This subtraction approach has been consistently used in prior 
studies (e.g., Baess et al., 2011; Elijah et al., 2016; Ford et al., 2014; 
Oestreich et al., 2016; SanMiguel et al., 2013) and allows for compa
rability with the current findings. Even though no significant differences 
were observed in the baseline activity before sounds that were 
self-initiated (after motor correction – cAMC) vs. externally triggered 
(see Supplementary Material), we cannot fully rule out any contribution 
of motor activity to sound processing in the cAMC condition. Previous 

studies found that brain activity before action onset was modulated by 
the expectation of self-generated sensory consequences (e.g., Reznik 
et al., 2018; Vercillo et al., 2018). Specifically, the Readiness Potential 
preceding a button press was increased (i.e., more negative) when the 
action produced a sensory effect (AMC) compared to actions with no 
sensory consequences (MOC) (Reznik et al., 2018; Vercillo et al., 2018). 
These findings support the relevance of examining brain activity pre
ceding stimulus onset for a full understanding of the forward model 
function (e.g., Reznik et al., 2018). Future studies should specify the 
effects of delays on brain activity preceding sound onset (e.g., see Reznik 
et al., 2018). 

5. Conclusions 

The current ERP findings reveal that specific predictions concerning 
the temporal onset of self-generated tones are generated, despite toler
ating temporal uncertainty of up to 100 ms. The P50 was suppressed in 
response to self-initiated tones, but only when they are presented 
immediately or 100 ms after the button press; a P50 enhancement effect 
was observed when tones are presented 50 or 250 ms after the button 
press. The comparison of predicted and actual sensory feedback (re
flected in N1 amplitude modulations) was constrained by a temporal 
integration window, with a duration of approximately 100 ms: non- 
delayed and delayed (50 ms, 100 ms) self-generated tones were pro
cessed similarly. In the P2 latency range, sound processing becomes 
more sensitive to delay differences between an action and its sensory 
feedback, which may impact the conscious detection of altered action- 
related sensory feedback. Sensory feedback presented with a 250 ms 
delay (occurring after a temporal integration window) elicited further 
ERP responses associated with error detection, i.e. an enhanced N2, 
which may lead to conscious error awareness. 

These findings suggest functionally dissociable steps in how tempo
ral prediction modulates the internal forward model. Further, they 
indicate that different types of temporal prediction errors are treated 
differently by the auditory system. Together, they shed light on the 
cognitive mechanisms mediating temporal prediction in auditory feed
back processing, with implications for our understanding of the role of 
brain regions involved in forward prediction and rapid transmission of 
event-based representation of temporal structure, such as the cere
bellum (Schwartze and Kotz, 2013). 
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